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Chapter 1

Introduction and Motivation

The technological leaps of the past century led to an ever-increasing need for new mate-
rials and technologies in the photovoltaic and semiconductor industries. The energy needs of
humanity skyrocketed and the increasing demand for green solutions to fulfill this demand is
propelling the research and development of photovoltaic devices and materials. Technological
advances in fields ranging from electric cars to consumer electronics lead to an increased need
for more reliable, cheaper, easier-to-produce materials to be used in electrical components such
as thin-film transistors, power electronics, and transparent conductors.

The metal-halide perovskites emerged as candidate materials for a wide range of applica-
tions due to their low fabrication cost, ease of manufacturing, and extraordinary photovoltaic
properties[1–3]. Due to the fact that the optical properties of the materials can be tuned by
selecting the halide ratio in a mixed halide perovskite[4, 5], these materials are outstanding
candidates for light emitting[3, 5–7] and harvesting [1, 8–11] purposes. The solar cells based
on metal-halide perovskites currently surpass 26% efficiency[12] and the material is proposed
to be useable even in harsh environments such as outer space[13, 14]. The possible applica-
tions extend to the usage as gas sensors[15], photodetectors[16, 17], X-ray[18], gamma[19] and
neutron[20] detectors.

Understanding sample properties and the effect of manufacturing processes and material
composition is essential for realizing such a wide spectrum of applications. To this end, I inves-
tigated the temperature-dependent charge-carrier recombination time in methylammonium lead
halide and cesium lead bromide perovskites. Studying the temperature-dependent recombina-
tion dynamics can enhance our understanding of the underlying physical processes, enabling
the development of materials with optimized properties for specific applications and improving
future devices.

Wide bandgap materials such as indium gallium zinc oxide and gallium oxide are intensively
studied due to their potential use in areas where conventional semiconductors with narrower
bandgap are not ideal, such as in high temperature conditions or power applications. The first
thin-film transistor based on indium gallium zinc oxide was reported by Nomura et al. for both
the single crystalline [21] and amorphous form [22] as late as in 2003 and 2004. Gallium oxide
thin-films can be created in five structures. The most stable and thus widely used variation is
the β -Ga2O3 variant that has a monoclinic structure, the α-Ga2O3 variant has the rhombohedral
structure[23]. Much as the metal oxide semiconductors are suitable candidates for flat panel
displays[24–26], flexible displays [27–29], power electronics[30], and a wide range of sensory
applications [31–38], on the downside they exhibit persistent photoconductivity effect caused
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by oxygen vacancy defects. The proper comparison and characterization of thin films that show
the persistent photoconductivity effect is problematic due to the long-lasting change caused by
optical excitation. I developed a measurement method that allows for the reliable comparison
of samples that present the persistent photoconductivity phenomena.

In this thesis, I present the recombination dynamics of photoexcited charge carriers in novel
semiconductors. The presented research is focused on perovskites in the form of methylam-
monium lead halide and cesium lead halide and metal oxides in the form of amorphous indium
gallium zinc oxide and α gallium oxide thin films. The temperature-dependent charge-carrier
recombination time of the perovskite crystals was investigated with the microwave photocon-
ductivity decay measurement technique. The observation of the persistent photoconductivity
effect and the measurement of wide bandgap semiconductors was realized with the PDL-1000
Hall effect measurement system of Semilab Semiconductor Physics Laboratory Co. Ltd. as the
present thesis is the result of industry-academia partnership.

Contents of the thesis The structure of the thesis is as follows: First, the theoretical back-
ground of semiconductors, charge-carrier recombination processes and the theory of measure-
ment methods are presented. A detailed description of the experimental systems used during
the measurement processes is given in the next chapter. This is followed by chapters 4 through
6 presenting the results that serve as the basis for the thesis points. The results are summarized
in Chapter 7 in the form of the thesis points.



Chapter 2

Theoretical Background

2.1 Semiconductors

2.1.1 Conventional semiconductors
In solid state physics, one kind of possible distinction that can be made between materials is

based on the band structure. The three types of material in this regard are insulators, conductors,
and semiconductors. The distinction between these materials is based on whether the highest
energy band that has electrons in it is fully or partially filled and the size of the bandgap which is
the gap between the conduction and valence band where electrons cannot occupy energy values.
Figure 2.1. presents the difference between the band structure of conductors and insulators.

Figure 2.1: The band structure of a semiconductor or insulator is shown in subfigure (a) with a
filled valence band and a bandgap between the valence and conduction band. The band structure
of a conductor is shown in subfigure (b) with a partially filled band. g(ε) is the density of states
at a given ε energy, Eg is the bandgap. The figure is from Solid State Physics by Neil W.
Ashcroft and N. David Mermin [39].

In the tight-binding approximation[40] the band structure of electrons in solid state ma-
terials is calculated by regarding electrons bound to atoms with a perturbation to their wave-
functions caused by the other ions of the system. The approximation assumes that there is no
substantial overlap between the atomic wavefunction of neighboring atoms. When calculating
the tight-binding approximation, we start from a crystal lattice with a very large lattice constant
and decrease the distance between the atoms. If an atom acts on electrons with a potential of
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8 2.1.1. CONVENTIONAL SEMICONDUCTORS

va(⃗r− R⃗ j) where r⃗ is the position of the electrons and the atom is in the position R⃗ j then the
atomic wavefunctions (wα ) are given as the solution of the Schrödinger equation[40]:[

− h̄
2me

∇
2 + va(⃗r− R⃗ j)

]
wα (⃗r− R⃗ j) = εαwα (⃗r− R⃗ j), (2.1)

where α represents the principal (n), azimuthal (l), and magnetic (ml) quantum numbers of a
given state, h̄ is the reduced Planck constant, and me is the electron mass.

When the atoms are apart, the energy levels of atoms are the same and are N times degen-
erate for N atoms. When the distance between atoms is decreased the overlap of wavefunctions
increases leading to the forming of the bands. If the overlap is not strong the wavefunction of
the band state α can be sought as a linear combination of atomic wavefunctions[40]:

ψα (⃗k,⃗r) =
1√
N ∑

j
ei⃗kR⃗ jwα (⃗r− R⃗ j), (2.2)

where k⃗ is the wave vector leading to the energy of α state as[40]:

εα (⃗k) = εα +∑
l

ei⃗kR⃗l

∫
w∗

α (⃗r+ R⃗l) [U (⃗r)− va(⃗r)]wα (⃗r)d⃗r, (2.3)

where R⃗l = R⃗ j − R⃗ j′ is the displacement between two lattice points.
By considering the overlap from distant neighbors to be negligible and introducing the

γα(R⃗l) =−
∫

w∗
α (⃗r+ R⃗l) [U (⃗r)− va(⃗r)]wα (⃗r)d⃗r notation and calculating the sum over the lattice

points leads to the energy values as[40]:

εα (⃗k)≈ εα −∑
l

′ei⃗kδl γα (δl) , (2.4)

where the calculation only considers the nearest neighbors. With this model, it is possible to
calculate the energy of electrons in the atomic s and p states.

Conductors are materials that have a partially filled band as the highest energy band with
electrons in it. The charge carriers in these materials can move freely in the presence of an
external electric field without the need for optical or thermal excitation. Insulators are materials
that have a fully filled valence band while no electrons are present in the conduction band. The
bandgap between the valence and conduction band is of such proportion in these materials that
thermal excitation can not excite charge carriers from the conduction to the valence band.

Semiconductors fall between insulators and conductors in regard to resistivity1. These ma-
terials have a completely filled valence band and an empty conduction band. The gap between
the conduction and valence bands are of such proportion that the thermal excitation of electrons
from the valence to the conduction band is possible leaving behind a hole in the valence band.
When charge carriers are excited from the valence to the conduction band the excited electron
and the hole that is left behind can move freely in the material. If an external electric field
is applied these charge carriers can move according to the force acting upon them. The resis-
tance of semiconductors thus decreases as the temperature increases, since the conductivity of

1I note however, that the distinction between semiconductors and insulators is rather convention-based and
somewhat artificial: diamond with a bandgap of about 5.5 eV is sometimes considered as a semiconductor as it
can be doped to become a metal. On the other hand, Si3N4 with a bandgap between 3− 4 eV (depending on
morphology) is mostly considered as an insulator when used as an insulating layer.
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semiconductors is proportional to the density of mobile charge carriers as σ = nee2τ

m∗
e

= neeµe

where µ is the charge carrier mobility, n is the charge carrier concentration, τ is the mean time
between collision events of electron-electron scattering, and e denotes electrons[39]. This is
a significantly different tendency from the temperature-dependence of conductivity in metals
since the conductivity of metals decreases as the temperature increases. This is due to the fact
that the mean time between scattering events decreases with increasing temperatures while the
charge carrier density is unaffected by the change in temperature.

For semiconductors to exhibit conduction, charge carriers must be excited from the valence
to the conduction band. The possible methods of excitation include thermal and optical excita-
tion, in the following thermal excitation is regarded. The number or density of thermally excited
charge carriers can be calculated based on the effective mass of electrons (m∗

e) and holes (m∗
h)

and the energy values of the bottom of the conduction (εc) and top of the valence (εv) band. For
a quadratic band dispersion, the density of states in the conduction (ρc) and valence (ρv) band
are in three dimensions[40]:

ρc(ε) =
1

2π2

(
2m∗

e

h̄2

)3/2√
ε − εc, (2.5)

ρv(ε) =
1

2π2

(
2m∗

h

h̄2

)3/2√
εv − ε . (2.6)

To obtain the charge carrier density the Fermi-Dirac distribution is used[39, 40]. The con-
centration of electrons in the conduction band (n(T )) and holes in the valence band (p(T )) as a
function of temperature are

n(T ) =
∫

∞

εc

ρc(ε)
1

e(ε−µ)/kBT +1
dε , (2.7)

p(T ) =
∫

εv

−∞

ρc(ε)
1

e(ε−µ)/kBT +1
dε , (2.8)

where kB is the Boltzmann constant and µ ≈ 1/2(εc + εv) is the chemical potential in
intrinsic semiconductors that lies between the valence band and conduction band at low
temperatures[40].

The previous discussion of semiconductors only considered the pure state of the material.
These semiconductors are called intrinsic semiconductors. The electrical properties of semicon-
ductors can be drastically changed by replacing atoms in the crystal lattice with heteroatoms.
In the case of silicon, this is done by replacing silicon atoms with atoms from the groups VA
or IIIA of the periodic table of elements. This process is called doping and leads to extrinsic
semiconductors of n and p-type, respectively. The energy level of dopant atoms lies inside the
bandgap near either the conduction or valence band. In the case of n-type semiconductors, the
dopant is called a donor. The thermal excitation of the donor leads to an electron being excited
into the conduction band and contributing to conduction. For p-type doping the energy level of
the dopant lies near the energy of the valence band and can capture an electron through ther-
mal excitation leaving behind a mobile hole in the valence band. This type of dopant is called
an acceptor. The doping of semiconductors leads to a difference between the concentration of
mobile electrons and holes. The charge carrier that is present in a higher concentration is called
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Figure 2.2: Energy levels of the acceptor and donor states in the band structure of semiconduc-
tors. From Fundamentals of the physics of solids by Jenő Sólyom[40].

the majority, the other type of carrier is called the minority charge carrier. It is important to
note that despite the imbalance in the concentration of mobile charge carriers the charge neu-
trality of the semiconductor remains unchanged. The sum of the concentration of electrons in
the conduction band and the concentration of ionized acceptors is equal to the sum of holes in
the valence band and ionized donors. The energy levels of acceptors and donors in the bandgap
are presented in Figure 2.2.

For doped semiconductors, the excitation of charge carriers has three distinct regions as the
temperature increases. At low temperatures only the ionization of donors or acceptors takes
place. This is the so-called freeze-out region. Once the temperature where all of the dopants
are excited the charge carrier density of the material stays relatively unchanged as the temper-
ature increases. This is caused by the temperature being inadequate for the thermal excitation
from the valence to the conduction band. This is called the saturation range. Once the temper-
ature reaches the level where thermal excitation is possible from the valence to the conduction
band, the intrinsic range begins where charge carriers are excited through the bandgap. The
change in chemical potential and the density of electrons in the conduction band as a function
of temperature for an n-type semiconductor are shown in Figure 2.3.

2.1.2 Perovskite semiconductors
Metal halide perovskites are in the focus of scientific research[1, 41–45] due to their out-

standing electrical and optical properties[1–3, 46] and easy, low-cost fabrication[47]. Their
possible applications include solar cells[10], the detection of visible light[16, 17], X-rays[48],
gamma rays[19], and neutrons[20], they can be used as gas sensors[15], light emitting
diodes (LEDs)[5, 49], and lasers[6, 7]. Perovskites are proposed to be usable even in outer
space[13, 14].

The perovskite crystal structure is named after the mineral called perovskite that corresponds
to the CaTiO3 formula. It was discovered by Gustav Rose in 1839 in the Ural mountains and
named after Lev Alekseyevich von Perovski. Any material that has the ABX3 crystal structure
is referred to as a perovskite. In the following, the discussion focuses on organic-inorganic
metal halide perovskites and inorganic metal halide perovskites.

The A component is a positive ion that can be either organic or inorganic. Organic cations
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Figure 2.3: (a): Temperature dependence of the chemical potential and (b): temperature-
dependent regions of charge carrier generation by thermal excitation. From Fundamentals of
the physics of solids by Jenő Sólyom[40].

may be for example methylammonium (CH3NH3) or formamidinium (NH2CH=NH2) and the
inorganic cations may be alkali metals such as cesium (Cs), rubidium (Rb) or potassium (K).
The B component is a positive metal ion, usually lead (Pb) or tin (Sn). The X component is a
negative ion of a halogen, that can be either iodide (I), bromide (Br), or chloride (Cl). The ABX3
structure is presented in Figure 2.4. The structure is an octahedron formed by 6 halides in the
corners and the metal ion in the middle. The organic or inorganic ions represented with A are
surrounded by eight octahedra. The halide anions form covalent bonds with two metal cations
and the organic or inorganic cation represented by A forms a bond with one of the halide ions.
The symmetry of perovskites changes as a function of temperature. Starting from cryogenic
conditions the materials first undergo a phase transition from orthorhombic to tetragonal that is
followed by a phase transition from tetragonal to cubic.

There is a possibility of mixing the components of the perovskite thus realizing for example
mixed halide perovskites. This is an important characteristic of the material group as this allows
for the fine-tuning of the physical properties. By mixing the halide content between iodide, bro-
mide, and chloride the electrical, optical, and magnetic properties of the material can be tuned
between the values of the pure halide counterparts[4, 5]. This allows for example the growth
of perovskite layers with the exact desired absorption edge for solar cell applications and the
fine-tuning of the emission wavelength of an LED. In Figure 2.5. the change in the absorption
and photoluminescence is shown as the halide content changes in the CsPbX3 materials.

While the structure and general properties of organic-inorganic hybrid perovskites and fully
inorganic perovskites are the same, there are important differences in their stability and ro-
bustness. The organic variants of metal halide perovskites are known to be more sensitive to
degradation effects caused by temperature[52, 53], oxygen[54, 55], and moisture[56, 57], these
processes are enhanced by illumination[58, 59]. The inorganic CsPbBr3 counterpart is less
sensitive to degradation[60]. There are possible solutions for this problem, such as the encapsu-
lation of the device[61], the passivation of the perovskite layer[62]. While there are reports of
point defects in all perovskites[63, 64], the methylammonium lead iodide perovskite is found
to be less sensitive to defects than other perovskites[65].
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Figure 2.4: The crystal structure of methylammonium lead halide perovskites. The illustration
on the left side presents one unit cell. From Organic and Hybrid Solar Cells by Lukas Schmidt-
Mende, Stefan Kraner, and Azhar Fakharuddin[50]. The illustration on the right side presents
the methylammonium group surrounded by eight octahedra of PbX6. From Ionic transport in
hybrid lead iodide perovskite solar cells by Christopher Eames et al.[51].

Figure 2.5: Subfigure (a) presents the colloidal form of the CsPbX3 perovskites. In subfigure
(b) the shift in the normalized photoluminescence is shown as the halide content changes. The
absorption (solid lines) and photoluminescence (dashed lines) spectra are presented in subfigure
(c) for samples with different halide content. Subfigure (d) shows the transient photolumines-
cent signal of the perovskites as the halide content changes. From Nanocrystals of Cesium Lead
Halide Perovskites (CsPbX3, X = Cl, Br, and I): Novel Optoelectronic Materials Showing Bright
Emission with Wide Color Gamut, Loredana Protesescu et al.[5].

MAPbX3

The optical properties of pure halide versions of the methylammonium lead halide per-
ovskites cover the visible spectrum[66]. The bandgap energy of MAPbCl3, MAPbBr3, and
MAPbI3 single crystals are 2.97 eV, 2.24 eV, and 1.53 eV, respectively[67]. The photolumi-
nescent peak of the single crystals is found to be at 402 nm, 537 nm, and 784 nm for chlo-
ride, bromide, and iodide based methylammonium lead halides respectively. The bandgap of



2.1.2. PEROVSKITE SEMICONDUCTORS 13

methylammonium lead halides depends on the orientation of the methylammonium group in the
perovskite structure. While the change is not huge, according to simulations the orientation of
the methylammonium group leads to different bandgap energy values and may lead to a slightly
indirect bandgap [68, 69].

The temperatures of the cubic↔tetragonal↔orthorhombic phase transitions of methylam-
monium lead halides are documented in the literature[70]. The MAPbCl3 crystal has a space
group of Pm3m above 178.8 K, a space group of P4/mmm in the 172.9− 178.8 K range, and
a space group of P222 below 172.9 K. The MAPbBr3 is in the space groups Pm3m above
236.9 K, I4/mcm between 155.1 K and 236.9 K, P4/mmm in the 149.5− 155.1 K range, and
Pna2 below 144.5 K, where the 149.5−236.9 K regime has tetragonal symmetry with two dif-
ferent space group regions. The MAPbI3 is cubic with a space group of Pm3m above 327.4 K,
tetragonal with a space group of I4/mcm in the 162.2−327.4 K range and has an orthorhombic
symmetry with a space group if Pna2 below 162.2 K. The coexistence of domains of different
phases around the phase transition temperatures has been observed before[71–73].

Figure 2.6: The structure of the cubic, tetragonal, and orthorhombic phases from two different
viewpoints. The figure was made for tin-based perovskites. From Tin Halide Perovskites: From
Fundamental Properties to Solar Cells by Matteo Pitaro et al.[74].

As the phase transitions occur in methylammonium lead halide perovskites the possible ori-
entations of the methylammonium group in the structure are limited. In the cubic and tetragonal
phases, the orientation of the MA cation changes between positions and has a high degree of
freedom. As the temperature is decreased below the tetragonal to orthorhombic phase transition
the methylammonium cation becomes fixed in one of two possible orientations along the axis
of the unit cell. The dynamics of the methylammonium cation in the different phases and the
fixed orientation of the cation in the orthorhombic phase are observed by measurements and
simulations as well[75–79]. The orientation of the methylammonium cation highly influences
the charge carrier dynamics in the orthorhombic phase. [80]

The ordering of the methylammonium group in the structure may lead to ferroelectric or
antiferroelectric behavior[69, 80–82]. Experimental observations of ferroelectric domains have
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been reported previously[83, 84]. The built-in electric field caused by the ferroelectric domains
increases the separation of excited charge carriers leading to a higher charge-carrier lifetime
and an increase in mobility[80].

CsPbBr3

The cesium lead halide perovskites[85] are promising materials in the group of inorganic
metal halide perovskites. While the chloride containing CsPbX3 variant has a bandgap of 3 eV
making it undesirable for photovoltaic applications[86] and the CsPbI3 has a phase transition at
room temperature that makes the material unstable and unusable as a solar cell material[87],
the CsPbBr3 has a direct bandgap located at ∼ 2.16 eV making it ideal for photovoltaic
applications[17]. It is also applicable as a scintillation detector[18]. The photoluminescent
emission wavelength of CsPbBr3 is 540 nm [5, 17], corresponding to ≈ 2.3 eV, and it is de-
pendent on the preparation method and crystal size. The emission wavelength also depends
on the temperature as multiple emission peaks can be observed at cryogenic conditions[5, 88–
93]. It exhibits the orthorhombic symmetry below 361 K, tetragonal phase in the 361−403 K
range, and has cubic symmetry above 403 K[94]. This implies that it is in the orthorhombic
phase during normal working conditions. The stability of CsPbBr3 crystals in the presence of
environmental effects is reported to be significantly better, than for methylammonium-based
perovskites[60].

While the CsPbBr3 perovskite has good photovoltaic and electrical properties despite the
presence of traps[95], it is important to investigate the effect and presence of point defects and
surface states. Thermally stimulated current measurements [64] and connected theoretical in-
vestigation [95] were conducted to investigate the possible point defects in the material. For
multiple regions of a melt-grown sample, the concentration and activation energy were inves-
tigated and connected to the specific point defects possible in the CsPbBr3 perovskite. The
presence of surface states and defects at grain boundary trapping charge carriers were proposed
in transient photoluminescence measurements[91, 96]. At low temperatures, the presence of
trap states was observed through the emergence of additional photoluminescent peaks[90]. The
presence of trap states was demonstrated by the comparison of transient photoluminescence and
microwave photoconductivity decay measurements as well[97, 98].

One of the possible applications of perovskites is as tandem solar cells[99, 100]. Figure
2.7 presents a schematic diagram of a tandem solar cell that consists of CsPbI3 and silicon
as absorber layers. Tandem cells consist of multiple layers that absorb different portions of
the electromagnetic spectrum. With this method, the efficiency of a single unit can be greatly
increased. Tandem solar cells can be made in a manner that the two cells are two separate units
stacked on top of each other or the two cells can be connected in series, with both methods
having their advantages and disadvantages.

2.1.3 Wide bandgap semicondcutors

The semiconductor materials with a bandgap over 3.2 eV are commonly called wide-
bandgap semiconductors[102]. Due to their unique electronic and optical properties, this sub-
class of semiconductors is an ideal choice for a wide range of applications, such as power elec-
tronics, LEDs, photodetectors, and thin-film transistors[30, 33, 103, 104]. Due to their wide
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Figure 2.7: Schematic representation of a tandem solar cell. From Inorganic CsPbI3 Perovskite-
Based Solar Cells: A Choice for a Tandem Device by Waqar Ahmad et al. [101].

bandgap, the materials are ideal candidates for applications that require transparent compo-
nents. The list of wide bandgap semiconductors includes diamond, silicon carbide, zinc oxide,
indium oxide, gallium oxide, and indium gallium zinc oxide (IGZO)[102].

The first report of indium gallium zinc oxide in its crystalline form was in 1985 by Kimizuka
and Mohri[105] but the material did not attract significant attention until the fabrication of thin
film layers of single-crystalline[21] and amorphous[22] indium gallium zinc oxide by Nomura
et al. in 2003 and 2004, respectively. The single crystalline thin film boasts a charge car-
rier mobility up to 80 cm2/Vs but requires temperatures up to 1400◦C during fabrication. The
amorphous thin films can be fabricated at lower temperatures and can reach mobility values over
10 cm2/Vs making it the preferred choice for thin-film transistor production. For comparison,
the main thin-film transistor alternative hydrogenated amorphous silicon exhibits a mobility of
≈ 1 cm2/Vs[106] and low-temperature polycrystalline silicon can reach mobility values in the
50− 100 cm2/Vs range[107]. The amorphous IGZO thin films have a bandgap of 3.5 eV and
the oxygen vacancies absorb light in the 400− 550 nm regime[108] making them essentially
transparent in the visible regime. The amorphous IGZO thin films exhibit the percolation con-
duction effect over distributed potential barriers[109].

The first report of the five Ga2O3 polymorphs and their preparation method was reported
in 1952[110], these being the α , β , γ , δ , and ε polymorphs. The β variant is the most sta-
ble with monoclinic structure followed by the ε with hexagonal and α polymorph with rhom-
bohedral structure[111]. The α variant has the largest bandgap from all the polymorphs at
5.2− 5.3 eV[112, 113]. Due to its corundum structure, α-Ga2O3 thin films can be grown on
sapphire with mist chemical vapor deposition[112, 113].

Persistent photoconductivity (PPC) is a known phenomena in IGZO[114–118] and
Ga2O3[117, 119–122] thin films. The origin of the PPC effect in metal oxide semiconduc-
tors is still a matter of debate[123], but it is believed to be connected to oxygen vacancies in
the material[124]. Oxygen vacancies can be created during the manufacturing process of the
material or with deep UV illumination[124]. The oxygen vacancies act as donor states that can
be ionized once or twice[123, 125] by optical excitation or by capturing holes drifting through
the material[126]. The oxygen vacancy has a negative U behavior, meaning that the once posi-
tively charged vacancy has a less favorable energy than the neutral and twice ionized state. This
leads to the neutral and twice ionized states being present in equilibrium and the, once ionized
state emerging under illumination[124]. The holes are trapped at the oxygen vacancy site while
electrons can move around freely. The PPC effect is believed to be caused by the decreased
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probability of recombination due to the ionized oxygen vacancies leading to a prolonged relax-
ation process[127, 128]. The relaxation of the metastable twice ionized state to the neutral state
is thermally activated[128].

2.2 Generation and recombination of charge carriers
The lifetime of excited charge carriers in semiconductors is a parameter of utmost impor-

tance. For solar cells the efficient excitation of charge carriers as a result of optical illumination
is important but not enough, as the excited charge carriers only contribute to the fulfillment
of humanity’s insatiable hunger for energy if the charge carriers leave the solar cell without a
recombination event. Since defects and contaminations decrease the lifetime of excited charge
carriers the measurement of the recombination time is also an ideal method for the characteri-
zation of sample quality and purity.

The recombination process of electrons can occur through radiative recombination, Auger
recombination, and the trap-assisted Shockley-Read-Hall (SRH) recombination processes[129–
131]. The radiative, Auger, and SRH processes are depicted in Figure 2.8. We further distin-
guish the recombination processes that occur on the surface and in the bulk of the material. By
including all of these the effective lifetime of charge carriers can be given as [132]

1
τc

=

(
1

τSRH
+

1
τAuger

+
1

τrad.

)
+

1
τSurface

=
1

τBulk
+

1
τSurface

. (2.9)

Figure 2.8: Schematic representation of the Shockley-Read-Hall, radiative, and Auger recom-
bination process in subfigures (a), (b), and (c) respectively. From Semiconductor Material and
Device Characterization by Dieter K. Schroder[133].

The recombination time of processes in the following will be calculated based on the con-
nection between the recombination rate (U) and the change in excited charge carrier density as
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a result of optical excitation (∆n) called the excess carrier density:

∂∆n
∂ t

=−U(∆n,n0, p0), (2.10)

where n0 and p0 are the equilibrium carrier concentrations without optical excitation. From
this, the recombination time can be obtained according to

τc =− n(t)
∂n(t)

∂ t

, (2.11)

as can be shown based on the rate equations. This leads to the lifetime as

τc(∆n,n0, p0) =
∆n

U(∆n,n0, p0)
. (2.12)

The lifetime based on the rate of each process can be calculated with this connection.
Radiative recombination is the process of an electron in the conduction band annihilating

with a hole in the valence band while a photon with an energy of approximately the energy
difference between the conduction and valence band is emitted. The rate of recombination for
the radiative process is linearly proportional to the density of mobile charge carriers

Urad = B
(
np−n2

i
)
= B(n0 + p0 +∆n)∆n, (2.13)

where n = n0+∆n and p = p0+∆ p are the densities of mobile electrons and holes as a sum of
thermally and optically excited carriers, n2

i = n0 p0, and B represents the quantum mechanical
probability of the radiative transition. The recombination process is orders of magnitude more
likely in direct semiconductors compared to semiconductors with indirect band structure, as the
indirect transition requires the emission of a phonon as well. This leads to the radiative lifetime
as[132, 133]

τrad =
1

B(n0 + p0 +∆n)
. (2.14)

The radiative lifetime can be regarded in low-level injection (LLI) and high-level injection
(HLI) by assuming ∆n ≪ n0 + p0 and ∆n ≫ n0 + p0 respectively. The assumption is made that
the trapping of charge carriers is low, leading to ∆n = ∆ p. These assumptions lead to

τ
LLI
rad =

1
B(n0 + p0)

and τ
HLI
rad =

1
B∆n

. (2.15)

The radiative recombination is thus shown to be independent of injection in the low injection
limit and a constant value given by the doping level. According to the calculation, it is inversely
proportional to the optically excited charge carrier density in the high injection limit.

The Auger recombination is a three-particle process where a mobile electron in the conduc-
tion band or hole in the valence band obtains the energy released by the recombination of an
electron in the conduction band and hole in the valence band. This leads to different Auger
coefficients (Cn and Cp) for the case when two electrons and a hole and when two holes and an
electron take part in the process. The recombination rate of the Auger process is[132, 133]

UAuger =Cn
(
n2 p−n2

0 p0
)
+Cp

(
np2 −n0 p2

0
)

. (2.16)
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The Auger lifetime is thus

τAuger =
∆n

Cn
(
n2 p−n2

0 p0
)
+Cp

(
np2 −n0 p2

0
) . (2.17)

The low and high-level injection limits can be calculated the same way as for the radiative
recombination leading to[132]

τ
LLI
Auger =

1
CnN2

D
for n-type and τ

LLI
Auger =

1
CpN2

A
for p-type (2.18)

in the case of low injection limit and to

τ
HLI
Auger =

1
(Cn +Cp)∆n2 =

1
C0∆n2 (2.19)

in the case of high injection for both n and p-type semiconductors where C0 = Cn +Cp is the
ambipolar Auger coefficient, ND and NA are the density of donors and acceptors.

The recombination time values in the low and high injection limits thus demonstrate that
when the injection level is low, the recombination time is independent of the excess charge
carrier density and is inversely proportional to the square of the doping concentration. In the
case of high-level injection, the Auger lifetime is independent of the doping concentration and
is inversely proportional to the excess charge carrier density squared.

For real processes, the model for the Auger recombination is more complex, the ex-
perimental results diverge from the model given above[132, 134]. This can be corrected
by adding a Coulomb force to the model, thus creating the Coulomb-enhanced (CE) Auger
recombination[132, 134].

If trap states are present in the forbidden region of the gap between the conduction and
valence band the Shockley-Read-Hall recombination can take place. Defect levels in general
can contribute to charge carrier dynamics with four processes. The defects can either emit
or capture charge carriers and they can do so for both valence and conduction bands. This
means the four processes are the emission of an electron into the conduction band, the capture
of an electron from the conduction band, the emission of a hole into the valence band, and the
capture of a hole from the valence band. The last two processes can be regarded as a capture and
emission event of an electron as well. Depending on the position of the trap state in the bandgap
the trap can be called a shallow or deep-level trap and the capture and emission coefficients
of the processes change vastly. The SRH recombination takes place when an electron in the
conduction band and a hole in the valence band recombine through a deep-level trap as a result
of their subsequent capture.

The recombination rate for the SRH process is [132]

USRH =
np−n2

i
τn0 (p+ pI)+ τp0 (n+nI)

, (2.20)

where τp0 and τn0 are the capture time constants of electrons and holes, nI and pI are the so-
called SRH densities. The capture time constants are given as τp0 = (Ntσpνth)

−1 and τn0 =

(Ntσnνth)
−1, where σn and σp are the capture cross-sections, νth is the thermal velocity, and Nt

is the density of trap states. This leads to the SRH lifetime in the form [132, 133]
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τSRH =
τn0 (p0 + pI +∆n)+ τp0 (n0 +nI +∆n)

p0 +n0 +∆n
. (2.21)

The SRH lifetime in the high and low injection limit is thus[132]

τ
HLI
SRH = τn0 + τp0 = τn0 (1+ k) and τ

LLI
SRH = τn0

[
p0 +nI

p0 +n0
+ k

n0 +nI

p0 +n0

]
, (2.22)

where k is the symmetry factor given as k = σn/σp = τp0/τn0. The low-level injection case can
be further divided into n and p-type cases by substituting n0 = 0 and p0 = 0 into the relation.

The SRH recombination time is a constant value in both low and high injection levels but
the two values are different. The recombination time is determined by the time constant of
the capture events in the high injection regime and the time constant, doping level, and SRH
densities in the low injection limit. This means, that the SRH recombination time is represented
by two different constant values at high and low injection limits with a changing tendency
between the two limits.

The radiative, Auger, and SRH lifetimes are presented in Figure 2.9. as a function of injec-
tion density in silicon. The graph is a recolored version2 of the same figure presented in Un-
tersuchungen zur Ladungsträgerlebensdauer in kristallinem Silizium für Solarzellen by Kevin
Lauer[135]. The general tendencies discussed previously in the text are observable. The low-
level injection regime presents constant lifetime values for all three processes while the high-
level injection regime is according to the linear and quadratic ∆n tendency discussed before for
the radiative and Auger process and constant for the Shockley-Read-Hall recombination.

The distinction between bulk and surface recombination with the SRH processes is impor-
tant because of the vastly different nature of defects on the surface and in the bulk of a material.
In the bulk, the recombination centers are imperfections in the crystal structure or impurities,
for example, grain boundaries or point defects. On the sample surface, the sudden end of the
crystal structure results in partially bonded atoms. These dangling bonds provide the defect
levels for the SRH process[132]. The surface recombination time depends on the surface re-
combination velocity (S), sample thickness (W ), and the diffusion constant (D) and has two
possible values depending on whether the surface is well-passivated or not. The two cases are
given as[132, 136]

τS =
W
2S

if
SW
D

<
1
4

(2.23)

and

τS =
W 2

Dπ2 if
SW
D

> 100, (2.24)

meaning that if the surface is well passivated the surface recombination lifetime is big and the
effective lifetime is determined by the bulk lifetime. However, if the surface recombination
velocity is high the effective lifetime will be determined by the surface and bulk recombination
processes. If the bulk lifetime and diffusion constant are high enough the recombination process
may happen only on the sample surface. In this case, the sample thickness can be determined

2The recolored version was presented by the author at Workshop on Test Methods for Silicon Feedstock Mate-
rials, Bricks and Wafers, München, 14. 6. 2012.
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Figure 2.9: Injection-dependent lifetime for the Auger, SRH, and radiative recombination pro-
cesses. The bulk lifetime is presented as well. The SRH process is shown for two different
defects. From Untersuchungen zur Ladungsträgerlebensdauer in kristallinem Silizium für So-
larzellen By Kevin Lauer [135].

from the recombination time and diffusion constant or the diffusion constant can be determined
from the measurement of charge-carrier lifetime and sample thickness.

In applications where the surface recombination limits the device efficiency, for example,
solar cell applications[137], the surface recombination velocity can be decreased by passivation.
This passivation prevents the dangling bonds of the outer layer from acting as defect levels
for the SRH process. The passivation can be done by several approaches, including chemical
methods and the growth or deposition of a passivation layer[137, 138]. Figure 2.10. from
Semiconductor Material and Device Characterization by Dieter K. Schroder[133] presents the
dangling bonds on the surface of two silicon wafers with different orientations.

Figure 2.10: Dangling bonds on the surface of silicon wafers. P1, Pb, and Pb0 are the desig-
nations of the dangling bonds. From Semiconductor Material and Device Characterization by
Dieter K. Schroder[133].

In Figure 2.11. from Semiconductor Material and Device Characterization by Dieter K.
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Figure 2.11: The effective lifetime of charge carriers (τeff in the figure) as a function of wafer
thickness (d) for multiple surface recombination velocity (sr) values. From Semiconductor
Material and Device Characterization by Dieter K. Schroder[133].

Schroder[133] the effective lifetime is presented as the function of sample thickness for different
surface recombination velocities. The effective lifetime decreases significantly as the surface
recombination velocity increases. This presents the importance of surface passivation, as the
passivation of the surface decreases the surface recombination velocity.

The measurement of charge-carrier recombination can be done through multiple methods
and the measurement results may differ between these methods[133]. This is because of the
different parameters measured by different methods, leading to the techniques being comple-
mentary to each other. For example, in microwave photoconductivity techniques the conduc-
tivity is measured that is in direct connection with the concentration of mobile charge carriers.
While this method provides the effective charge-carrier lifetime it can not differentiate between
holes and electrons. Transient photoluminescence measurements provide the radiative recom-
bination time exclusively during the recombination process. This leads to the complemen-
tary measurement of transient photoluminescence and microwave photoconductivity that help
with the disentanglement of radiative and nonradiative recombination processes. Both transient
photoluminescence[91–93, 139, 140] and transient microwave photoconductivity[97, 141–144]
measurements are used in the research of metal halide perovskites.

2.3 Detection of photoexcited charge carriers

The experimental method and simulations presented in this section are based on my pub-
lications presenting measurement results with the systems and the system itself. The article
detailing the cavity-based measurement is titled Ultralong Charge Carrier Recombination Time
in Methylammonium Lead Halide Perovskites[O1]. The articles presenting the CPW-based ex-
perimental setup are titled Millisecond-Scale Charge-Carrier Recombination Dynamics in the
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CsPbBr3 Perovskite[O2] and Time-resolved photoconductivity decay measurements with broad-
band radiofrequency detection and excitation energy[O3].

The microwave photoconductivity measurement is a nondestructive noncontact measure-
ment of the change in the conductivity of a given material as a result of optical excitation. The
method determines the recombination time of photoexcited charge carriers in semiconductors.
If optical excitation is applied to a semiconductor, charge carriers are excited in the material
from the valence band to the conduction band. The change in mobile charge-carrier concentra-
tion leads to the change of conductivity[40]. The measurement of conductivity with microwaves
is based on the probing of the sample with microwave radiation. There are two approaches to
the detection of change in microwave reflection, transmission, and absorption: either an an-
tenna or waveguide[145] is used for the emission and detection of the probing radiation, or
the sample is placed inside a microwave cavity[146, 147]. In the case of a waveguide-based
setup, the sample is probed with microwave radiation and either the reflected or transmitted
microwave signal is measured[148, 149]. Since the reflected and transmitted microwave signal
is proportional to the conductivity of the sample, the measurement of the change in conductiv-
ity can be measured through the change in transmitted or reflected microwave signal. In the
case of a cavity-based measurement method, the sample is placed inside a microwave cavity
and the photoexcitation of the sample changes the resonance frequency and quality factor of the
cavity. The shift in these two parameters is connected to the change in the conductivity of the
sample. It is generally assumed that the connection between the change in sample conductivity
and the change in the microwave reflection is linear[148–151]. By measuring the change in
conductivity the change in charge carrier density can be observed leading to the measurement
of charge-carrier recombination time. Both methods have advantages and disadvantages: the
cavity-based approach is more sensitive but limited in bandwidth whereas the antenna-based
method is essentially high-speed but often lacks sensitivity. The latter method has the added
benefit that it can be adapted to most sample geometries whereas the sample needs to be placed
inside the cavity for the earlier technique.

2.3.1 Measuring charge carrier density through the surface impedance

To show the connection between microwave reflection and conductivity the surface
impedance, ZS, should be first taken into account. The surface impedance of a sample is
[152, 153]:

ZS =

√
iωµ

σ + iωε
, (2.25)

where µ = µ0µr is the sample permeability with µ0 representing the vacuum permeability, σ

is the sample conductivity, and ε = ε0εr is the sample permittivity with ε0 representing the
dielectric constant.

There are two special cases for the surface impedance, which are the low conductivity and
high conductivity limits. Depending on the relation between σ and the iωε product, one of
these two may be simplified. In the low conductivity limit (σ ≪ ωε) the simplification leads

to ZS =
√

iωµ

iωε
=
√

µ

ε
. In the high conductivity limit (σ ≫ ωε) the simplification gives ZS =√

iωµ

σ
= 1+i

2 µωδ where δ =
√

2
µωσ

is the penetration depth of the microwave radiation into
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the probed sample. A simulation of the real and imaginary part of the surface impedance is
shown in Figure 2.12. The simulation presents two different probing frequencies. The change
in probing frequency shifts the real and imaginary part of the surface impedance along the x
axis, meaning a shift in the resistivity region where significant change is observed in the surface
impedance.
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Figure 2.12: Simulation of the surface impedance as a function of resistivity for two frequencies.
The real and imaginary parts of the surface impedance are both shown in the graph. The green
dotted line presents two typical values for low and highly-doped silicon.

The surface impedance exerts different effects in the case of cavity and waveguide-based
measurements. The perturbation caused by the placement of a sample with surface impedance
ZS on the surface of a coplanar waveguide is Zperturbed = ηZS[153, 154], where η is a filling
factor dependent on sample geometry and the coverage of the coplanar waveguide. The per-
turbation causes a reflection of the microwave signal. The reflection coefficient denoted by Γ

represents the quotient of the probing and reflected microwave voltages, Uprobing and Ureflected.
If there is no transmitted microwave radiation, the reflection coefficient is as follows[152]:

Γ =
Ureflected

Uprobing
=

Zperturbed −Z0

Zperturbed +Z0
. (2.26)

The Z0 component in Equation 2.26 is the wave impedance of the coplanar waveguide.
The value of Z0 is further discussed later in the text. If there is also a transmission of mi-
crowave power, the equation of the reflection coefficient presented in Equation 2.26. is slightly
modified[152]. In the following, I assume the transmission to be zero. A simulation of the
reflection coefficient is shown in Figure 2.13. There are five curves in the figure. The absolute
value of the reflection coefficient, which gives the reflected microwave signal as a function of
resistivity, the imaginary and real part of the reflection coefficient, and the two special cases of
low and high conductivity limits. The general solution of the reflection coefficient falls in line
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with the low conductivity limit case at high resistance values and with the high conductivity
limit case at low resistances, as expected.

10µ 10m 10 10k 10M

-1.0

-0.5

0.0

0.5

1.0

r (Wcm)

G

 |G|
 Re(G)
 Im(G)
 |G|, s>>we
 |G|, s<<we

Figure 2.13: Simulation of the reflection coefficient for the general, low conductivity, and high
conductivity cases. The figure includes the real and imaginary part of the reflection coefficient
besides its amplitude as well. The low and high conductivity cases fall on the general case at
their respective regions. Note that the engineering notation is used for the horizontal scale.

The reflection coefficient as a function of resistivity is shown in Figure 2.14. for four differ-
ent probing frequencies. The monotonous regime of the reflection coefficient shifts in resistivity
as the probing frequency changes. The probing frequency should always be chosen in a manner,
that the reflection coefficient is monotonous in the studied range of resistivity.

The connection between the conductivity of the sample and the reflected voltage is generally
assumed to be linear[148–151]. The previous discussion showed, that this is true for a broad
range of conductivity values and that by carefully selecting the probing frequency the linearity
holds for the sample under investigation. To connect the conductivity with the charge carrier
density one has to take into consideration the Drude model[39, 40]:

σ =
nee2τ

m∗
e

= neeµe, (2.27)

where e is the elementary charge, ne is the density of electrons, τ is the momentum scattering
time, m∗

e is the effective electron mass, and µe is the electron mobility. This equation holds for
a single carrier model, but it can be expanded to electrons and holes as well. This is an impor-
tant additional step since the microwave photoconductivity measurement does not differentiate
between electrons and holes and detects all mobile charge carriers. The two-band model for
conductivity results in[40]:

σ = neeµe +nheµh, (2.28)
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Figure 2.14: Simulation of the reflection coefficient for multiple different probing frequency
values. A shift can be observed in the reflection coefficient towards lower conductivity values
as the frequency of the probing microwave signal increases.

where nh is the density and µh is the mobility of holes. In the following, I use the single carrier
model for the calculations. The same can be shown for two carriers.

The connection between conductivity and the reflection coefficient can be further discussed
by calculating the Taylor series of the surface impedance and reflection coefficient for small
conductivity changes:

ZS (σ0 +∆σ)≈ ZS (σ0) ·
(

1− ∆σ

2(iωε +σ0)

)
, (2.29)

Γ (σ0 +∆σ)≈ Γ0

(
1− Z0 ·ZS (σ0)

ZS (σ0)
2 −Z2

0

· ∆σ

iωε +σ0

)
. (2.30)

If we consider ZS (σ0 +∆σ) = ZS + ∆ZS, then this leads to the change in the surface
impedance being linear with the change in conductivity:

∆ZS ≈ ZS (σ0)

(
− ∆σ

2(iωε +σ0)

)
∝ ∆σ ∝ ∆n. (2.31)

The same can be shown for the reflection coefficient, as Γ (σ0 +∆σ) = Γ +∆Γ leads to:

∆Γ ≈ Γ0

(
− Z0 ·ZS (σ0)

ZS (σ0)
2 −Z2

0

· ∆σ

iωε +σ0

)
∝ ∆σ ∝ ∆n, (2.32)

since all other values beside ∆σ are unaffected by the change in charge carrier density in the
formulas of ∆ZS and ∆Γ .
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If instead of being placed on top of a waveguide, a sample is placed into a cavity with a
quality factor of Q and resonant frequency of f0, and filling factor η , the change caused by the
presence of the sample is as follows[155, 156]:

∆ f
f0

+ i∆
(

1
2Q

)
= iηZS. (2.33)

Since the cavity-based experimental system is equipped with an automatic frequency control
system, the change in resonance frequency can be neglected. This shows, that the change
in the surface impedance of the sample has a linear connection to the ∆

(
1

2Q

)
output of the

system. Since the connection between the surface impedance and charge carrier density is
linear according to the previous calculations, this shows that the change in the output of the
experimental setup is proportional to the change in charge carrier density.

2.3.2 Transient and steady-state methods for the measurement of charge
carrier density

The photoexcitation of a material with a light source of proper wavelength leads to the
excitation of electrons from the valence band to the conduction band leaving behind holes in the
valence band. These charge carriers can freely move in the material, increasing the conductivity
of the semiconductor. Since the connection of conductivity and charge carrier density is linear,
the measurement of photoinduced change in sample conductivity leads to the observation of the
photoinduced change in charge carrier density.

The photogenerated change in charge carrier density leads to two possible measurements.
Either a pulsed excitation or a continuous wave excitation is used. In the case of pulsed exci-
tation, the decay of the microwave signal is proportional to the decay of charge carrier density
through the connection to conductivity. This leads to the measurement of the charge carrier
recombination process through the observation of the transient microwave photoconductivity
decay (TRMCD) signal. By analyzing the transient photoconductivity decay curves, the re-
combination time of charge carriers can be extracted. The continuous wave (CW) excitation
is based on the emergence of steady-state conductivity levels at different photoexcitation levels
due to the balance between the charge carrier generation rate caused by photoexcitation and
the recombination rate of charge carriers. By comparing two or more steady-state levels the
difference between them can be used to obtain information on the charge carrier density and
charge-carrier recombination time. It is also possible to combine the two methods by using the
quasi-steady-state approach [157–159].

These connections can be shown by the simple analysis of the rate equations governing
these processes. The rate equations give the change of charge carrier density, dn

dt , as a function
of charge carrier density, n, charge-carrier recombination time or charge-carrier lifetime, τc, and
charge carrier generation rate, Gphoto. The rate equation is[133]:

dn
dt

=− n
τc

+Gphoto. (2.34)

The differential equation can be solved for two different cases: pulsed and CW measure-
ments. In the case of a CW measurement, the recombination and generation rates establish a
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balance and a steady state emerges. This means, that the change in carrier density is zero, and
the steady-state condition leads to the following:

n = Gphoto · τc. (2.35)
If multiple different generation rates are used, this allows for the measurement of the prod-

uct of the generation rate and recombination time. Since the measured microwave voltage is
proportional to the charge carrier density, by measuring the steady-state signal with the same
excitation over a wide temperature range the product of generation rate and recombination time
can be obtained. This carries information about the change in material properties.

In the case of a pulsed excitation, the general solution for the rate equation is:

n(t) = k · e−t/τc +Gphoto · τc, (2.36)
where k is a constant. If we assume, that no charge carriers are excited before the pulse (n(t =
0) = 0), the rate equation is only be fulfilled if k is determined in the following way:

n(t) = Gphoto · τc(1− e−t/τc). (2.37)
One can make the assumption, that the charge-carrier recombination time is significantly

longer than the pulse width. In this case, the assumption can be made that there is no re-
combination process during the excitation. This is supported by the consideration, that if the
recombination time is shorter than the pulse duration the change in conductivity is small since
the process does not result in a high excited charge carrier density. If no recombination process
happens during the pulse, then the charge carrier density following the pulse is the product of
the generation rate and the pulse width of the exciting laser pulse, tpulse. This is supported by
calculating the Taylor series of e−t/τc around t = 0, which gives e−t/τc ≈ 1− t

τc
+ t2

2τ2
c
− ...[160].

By substituting the value obtained with the Taylor series into the rate equation and considering
that t ≪ τc, we reach the aforementioned conclusion for the generated charge carrier density
during the laser pulse:

n = Gpulse · tpulse. (2.38)
The rate equation can be solved for the relaxation process as well. This is an easy task, since

the generation rate is zero during the recombination process, leading to
dn
dt

=− n
τc

, (2.39)

which can be easily solved. The solution for the differential equation results in an exponential
decay of charge carrier density with the characteristic time of the charge-carrier lifetime starting
from the initial population obtained during excitation, n0 = Gpulse · tpulse:

n(t) = n0 · e−
t

τc . (2.40)
This result leads to the conclusion that by fitting the time-resolved microwave photoconduc-

tivity decay curves during the relaxation process of the excited charge carriers one can obtain
the charge-carrier recombination time. This simple consideration is made more complicated
by the previously presented recombination dynamics through the Auger, radiative, and SRH
recombination processes, as the charge-carrier recombination time changes as a function of
charge carrier density[159, 161] during the recombination process.
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MEASUREMENT

2.3.3 Charge carrier density dependent recombination time measure-
ment

If the recombination time changes as a function of charge carrier density as shown in Figure
2.9., then it also changes during the recombination process as the excited charge carrier density
changes as a function of time. In such cases, the apparent charge-carrier recombination time
can be evaluated using the time-dependent photoconductivity signal[150, 162]. Regarding the
rate equation in the previous section, the connection between excess charge carrier density,
its derivative, and the recombination time during the relaxation process can be given in the
following form[133]:

τc =− n(t)
∂n(t)

∂ t

. (2.41)

If the connection between the charge carrier density and microwave photoconductivity sig-
nal, U(t) is linear, then this can be written as:

τc =−U(t)
∂U(t)

∂ t

. (2.42)

Thus it is possible to evaluate the charge-carrier recombination time as a function of mi-
crowave signal, which is proportional to the charge carrier density. This allows for the eval-
uation of τc(t) or τc(U) tendencies, the latter being representative of the recombination time
as the charge carrier density relaxes. This is the theoretical basis behind the method used in
Chapter 5. If a trapping mechanism dominates the charge carrier recombination dynamics, the
recombination time observed during the measurement process is usually not called the charge-
carrier lifetime, since the characteristic time that is measured in these cases is dominated by the
de-trapping of charge carriers and not the SRH, Auger, or radiative recombination.

2.4 Transport properties of multiband charge carriers
The Hall effect measurement is a widely used method for the characterization of electronic

materials. The Hall effect measurement can uncover the majority charge carrier density and
mobility of the material, while the van der Pauw method provides the resistivity of the material.
These two measurements are crucial for the characterization of new materials and manufactur-
ing methods in the semiconductor and solar cell industry as well as the scientific community.
These measurements are based on simple transport measurements yet uncover important mate-
rial information.

2.4.1 The van der Pauw method for sheet resistance measurement
The resistivity of a material can be calculated from the sheet resistance and the thickness of

the sample as ρ =RS ·t, where t is the thickness of the sample and RS is the sheet resistance. The
sheet resistance can be measured either with two or four point method, with four point methods
being more accurate. With a four point probe method, two of the probes are responsible for
flowing a current through two points of the sample while two additional points are used for the
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measurement of potential difference. This measurement is conducted without a magnetic field,
the magnetic field perpendicular to the sample surface is set to Bz = 0.

The van der Pauw measurement method[163] provides a reliable sheet resistance measure-
ment for arbitrary sample shapes as long as the measurement conditions are fulfilled. The
conditions for a flat sample are[163] (1) the contacts should be at the circumference of the sam-
ple, (2) the contacts should be sufficiently small, (3) the sample thickness is constant, and (4)
the sample should not have any isolated holes. If the contacts on the sample surface do not ful-
fill these requirements the measurement accuracy is decreased. The most ideal geometry is the
so-called clover-shaped geometry presented in subfigure (b) of Figure 2.15., but multiple other
geometries are used as well, such as the Greek cross and the square shape. A few examples are
presented in Figure 2.15[133].

Figure 2.15: Possible contact realization on the sample surface for the van der Pauw sheet
resistance measurement. The image is taken from Semiconductor Material and Device Char-
acterization by Dieter K. Schroder[133].
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Figure 2.16: Schematic drawing of the contacts for the sheet resistance measurement on the left
side and the Hall effect measurement on the right side.

The measurement of sheet resistance comprises the measurement of the potential along one
edge of the sample while a current flows along another edge of the sample, as shown in Figure
2.16. The measured resistance values are defined as

R12,34 =
V34

I12
, (2.43)
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where I12 is the current flowing from contact 1 towards contact 2 and V34 is the potential dif-
ference between contact 3 and contact 4. For the measurement of sheet resistance, at least
two resistance values are needed, these are the R12,34 and R23,41. With these values, the sheet
resistance can be calculated by solving the following equation[163]:

e−
πR12,34

RS + e−
πR23,41

RS = 1. (2.44)

This equation can be obtained by regarding the potential difference between two points
resulting from a current flowing between two other points in the case of a simple geometry and
then showing, that the relation holds for any shape[163]. From Equation 2.44 the resistivity can
be calculated if the sample thickness is known as

e−
πR12,34t

ρ + e−
πR23,41t

ρ = 1. (2.45)

The equation can be solved in the following way[163]

ρ =
πt
ln2

R12,34 +R23,41

2
· f
(

R12,34

R23,41

)
, (2.46)

where f is a function of the ratio of the measured resistance values that fulfill the following
relation[163]:

R12,34 −R23,41

R12,34 +R23,41
= f · arccosh

e
ln(2)

f

2

 . (2.47)

If the measured resistance values are almost equal, then the f function can be transformed
into an approximated form where the value of it is close to one. In these cases[163]

f ≈ 1−
(

R12,34 −R23,41

R12,34 +R23,41

)2 ln2
2

−
(

R12,34 −R23,41

R12,34 +R23,41

)4((ln2)2

4
− (ln2)3

12

)
, (2.48)

leads to:

ρ =
πt
ln2

R12,34 +R23,41

2
. (2.49)

The accuracy of the measurement can be increased by utilizing the theorem of reciprocity
and reversing the polarity. Based on the theorem of reciprocity R12,34 = R34,12 is true. By mea-
suring the additional 2 resistances that can be obtained this way the accuracy of the measurement
can be increased. By switching the polarity of the current flow and voltage measurement the
effect of any offset voltage, such as in the case of thermoelectric effects, can be observed and
cancelled out. This leads to the measurement of 4 additional resistance values. At the end of
the measurement, the resistance values should be averaged:

RA =
R12,34 +R34,12 +R21,43 +R43,21

4
, (2.50)

RB =
R23,41 +R41,23 +R32,14 +R14,32

4
. (2.51)
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The measurement of all eight resistance values leads to a more accurate calculation of the
resistivity by canceling out the effect of built in potentials. If the measurement of reciprocity or
reversed polarity shows a high difference, then the measurement has an inaccuracy that should
be further investigated. The resistivity can be calculated with the RA and RB average resistances
as follows:

e−
πRAt

ρ + e−
πRBt

ρ = 1. (2.52)

2.4.2 Hall effect measurement

Edwin Herbert Hall discovered the Hall effect in 1879[164] when he was studying the effect
of magnetic field on conductors carrying an electric current. He found, that a potential differ-
ence arises between the two sides of the sample while the current flows through the sample in a
magnetic field perpendicular to the current. He also observed that the polarity of the potential
is different for different materials.

When a conductor or semiconductor is placed in a magnetic field perpendicular to its sur-
face, and a current flows through the sample perpendicular to the magnetic field, a force acts
upon the charge carriers in a direction perpendicular to both the magnetic field and the origi-
nal flow of the current, the force is the Lorentz force. This force leads to the accumulation of
one kind of charge carriers on the side determined by the charge of charge carriers creating an
electric field until a steady state is reached. The steady state emerges between the Lorentz force
propelling the charge carriers perpendicular to the current flow and the electrostatic force acting
between the charge carriers on one side of the sample and the charge carriers being deflected
towards them.

The force acting on the charge carriers that move in a magnetic and electric field is the
Lorentz and electrostatic force. The two forces acting on a charge carrier lead to F⃗ = q · (E⃗ +
v⃗× B⃗)[40]. In the case of the Hall effect measurement the magnetic field (B⃗) is perpendicular
to the flow of charge carriers with a drift velocity of v⃗. The electric field is the field from the
accumulated charge carriers as a result of their displacement by the magnetic field. This leads
to the following based on the Drude model[39, 40]:

F⃗ = q
(

E⃗ + v⃗× B⃗
)
− m⃗v

τ
, (2.53)

where τ is the average time between collision events for the charge carriers. In the y direction,
perpendicular to the flow of the current and the magnetic field this leads to

Fy = eEy − evxBz −
mvy

τ
, (2.54)

where the drift velocity is vx = µEx, Ex is the electric field in the x direction that creates the jx
current density in the material, and the mvy/τ component is zero under equilibrium conditions.
A schematic representation of the Hall effect measurement is shown in Figure 2.17. The x and
y directional components of drift velocity, electric field, and current are shown for one type of
charge carrier as well as the z directional magnetic field. The potential difference emerging as
a result of the deflection of charge carriers can be measured, this is the Hall voltage denoted by
VH.
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Figure 2.17: Schematic figure representing the direction of charge carrier transport, electric
field, and magnetic field.

If one regards the Fy value as the effective force propelling the charge carriers in the y direc-
tion, it can be given in the form Fy =

evy
µ

, where vy is the velocity of charge carriers with mobility
µ in the y direction. The text-book solution to the longitudinal resistivity gives ρxx =

1
enµ

and

for the transversal term ρxy = −Bz
en .[40] The industry uses the method for the simultaneous de-

termination of charge carrier density and mobility. This leads to the charge carrier density and
mobility in the following form:

n =
1

e dρxy
dBz

∣∣∣
Bz=0

and µ =

dρxy
dBz

∣∣∣
Bz=0

ρxx (Bz = 0)
. (2.55)

The two-band Hall effect can be calculated in the simultaneous presence of holes and
electrons[133, 165, 166]. The current density flowing through the material in case of two car-
riers is jx = epvxh + envxe where p is the density of holes, n is the density of electrons, and vx
denotes the velocity of charge carriers in the x direction as a result of the Ex electric field. The
drift velocity of charge carriers in the y direction can be given in the following manner[166]:

Fyh = eEy − evxhBz, (2.56)

−Fye = eEy + evxeBz. (2.57)

From these equations, we can obtain the current density in the y direction by substituting
Fy =

evy
µ

, which represents the drift of the charge carrier as a result of an effective force acting
in the y direction. This value is null in equilibrium and will be substituted as such in the next
step.

evyh

µh
= eEy − evxhBz, (2.58)

evye

µe
= eEy + evxeBz. (2.59)
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By multiplying both sides with the carrier density, rearranging the two equations, and adding
the equations for electron and hole current density together, we obtain the current density of the
holes and electrons perpendicular to the magnetic field and the current flow in the material
denoted by jx. With these steps, we reach:

jy = e
[
(pµh +nµe)Ey −

(
pµ

2
h +nµ

2
e
)

ExBz
]

. (2.60)

Since the current in the y direction is zero in the case of equilibrium, the Ey electric field at
the equilibrium condition can be obtained as follows:

Ey =
pµ2

h −nµ2
e

pµh +nµe
ExBz =

pµ2
h −nµ2

e

pµh +nµe

jx
e(pµh +nµe)

Bz. (2.61)

From this, the Hall coefficient can be calculated by using the RH =
Ey
jxBz

relation[40]:

RH =
pµ2

h −nµ2
e

e(pµh +nµe)
2 . (2.62)

It should be noted, that the results obtained for the Hall coefficient this way are true if the
magnetic field is small[133, 165]. If the magnetic field is not small additional components are
present in the calculation[133, 165]. Another solution would be to calculate the Hall coefficient
with the help of the Boltzmann equation instead of the Drude model leading to a more accurate
solution that includes the Hall scattering factor.

The one-band results can be reproduced easily from the two-band results by simply substi-
tuting zero in place of one of the charge carrier types. In the case of conductivity, the calculation
leads to σ = neeµe + nheµh, from which the conductivity for a material containing only holes
or electrons is σ = nheµh and σ = neeµe respectively[40]. The Hall coefficient can be similarly
calculated leading to

RH =− 1
en

and RH =
1

ep
(2.63)

for n and p-type materials respectively[133].
With these results, one can also calculate the resistivity matrix. The connection between

the resistivity, electric field and current based on Ohm’s law[167] is E⃗ = ρ j⃗, or j⃗ = σ E⃗ with
conductivity where ρ and σ are the tensors of resistivity and conductivity, respectively. From
the previous calculations, one can obtain the elements of the resistivity matrix as

ρxx =
Ex

jx
=

1
e(nµe + pµh)

and ρxy =
Ey

jx
=

pµ2
h −nµ2

e

e(pµh +nµe)
2 Bz. (2.64)

The Hall effect measurement consists of the measurement of the Hall voltage, VH, between
two diagonal points of the sample while a current flows through the sample between two other
diagonal points. The sample is placed into a magnetic field perpendicular to the surface and the
magnetic field usually changes during the measurement. The recording of Hall voltage values at
different magnetic fields and using a Lock-in amplifier or fitting method increases the accuracy
of the measurement. Figure 2.16. shows the pin sequence used for a Hall effect measurement
on the right side. By measuring the Hall voltage, the charge carrier density for one carrier can
be determined with the help of the ρxy value through n = BI

teVH
, where t is the sample thickness.
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The resistivity of the sample is obtained from the sheet resistance measurement without the
presence of a magnetic field. With the help of the charge carrier density and resistivity values
the mobility of charge carriers can be determined as µ = 1

enρ
. The thickness of the sample is

not needed for the calculation of the mobility, since if the thickness is not known, the resistivity
and carrier density both contain the thickness and it falls out during the calculation.



Chapter 3

Experimental Methods

In this chapter, I present the measurement methods and tools used during the research I con-
ducted. The measurements presented in Chapters 4-6 were conducted with the help of the de-
vices detailed in this chapter. The chapter presents two experimental systems developed for the
measurement of temperature-dependent charge carrier recombination time with the microwave-
detected photoconductivity decay method and a tool for the measurement of sheet resistance,
charge carrier density, and mobility with the van der Pauw method and Hall effect measurement.
At the end of the chapter, I present the sample preparation process for the materials used during
the experiments.

3.1 Microwave photoconductivity decay measurements
The experimental setup presented in this section is based on my publications presenting

measurement results with the systems and the system itself. The articles presenting the CPW-
based experimental setup are titled Millisecond-Scale Charge-Carrier Recombination Dynam-
ics in the CsPbBr3 Perovskite[O2] and Time-resolved photoconductivity decay measurements
with broad-band radiofrequency detection and excitation energy[O3]. The article detailing the
cavity-based measurement is titled Ultralong Charge Carrier Recombination Time in Methy-
lammonium Lead Halide Perovskites[O1].

3.1.1 Evaluation of charge-carrier recombination dynamics
In Chapter 5, the charge carrier recombination dynamics of CsPbBr3 single crystals are

presented. Since the recombination time of the material changes significantly in the observed
charge carrier density range, the fitting of one exponential decay process is not sufficient for the
evaluation of the charge carrier lifetime. Due to this, the apparent charge-carrier recombination
time can be evaluated[150, 162] using the rate equations presented in Equation 2.41.

Since the connection between the change in conductivity and the change in the reflected mi-
crowave voltage is assumed to be linear[148, 149, 151] and the connection between the conduc-
tivity and charge carrier density is linear, the charge-carrier recombination time can be evaluated
based on the derivative of the photoconductivity signal as shown in Equation 2.42.

The easiest way to calculate the apparent charge-carrier recombination time based on these
connections would be the numerical differentiation of the raw signal and the division of the

35
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signal with the derivative. However, the noise of the measurement does not allow for such a
solution, since the raw signal has a high enough noise to prevent this. The smoothing of the
measurement results helps with the noise of the measurement, but the standard deviation of the
results leads to the recombination time changing orders of magnitude from point to point.

The solution to this problem is the binning of the measurement data proposed and imple-
mented by Dávid Krisztián. The measurement is divided into several parts and all measured
points of the signal are averaged into one point. This leads to the advanced realization of the
same principle that lies behind the smoothing of the signal. I used a binning method where the
measured signal is divided along the y axis in a logarithmic manner. This leads to more points at
the end of the relaxation process compared to the linear binning method while the bin size at the
end of the measurement is bigger, than at the beginning of the measurement. It is important to
increase the bin size at the end of the relaxation process since this allows for the higher amount
of averaged data points leading to the accurate measurement of the recombination process. The
bin size in the linear binning method is larger at the end of the recombination process. This
means that the linear method provides a higher averaging at the end of the process than the
logarithmic method and both of these calculations result in a higher averaging at the end of the
process than at the beginning. Depending on the noise of the signal under investigation one or
the other binning method should be chosen.

The detailed process behind the evaluation of charge-carrier recombination time is presented
in Figure 3.1. Subfigure (a) shows the raw reflected microwave signal measured at 22 K for a
CsPbBr3 single crystal and the bins of the different binning methods as scatter plots on the
signal. Subfigures (b-d) present different evaluation processes for the charge-carrier recombi-
nation dynamics. In subfigure (b) the signal is smoothed for 2000 points and the derivative of
this signal is used for the evaluation process presented in Equation 2.42, to fall in line with the
bin numbers used in the next step. Subfigures (c) and (d) were created by dividing the measure-
ment results into 50 parts in either a linear or logarithmic manner along the y-axis after which
the previously detailed method was used for the calculation of τc.

3.1.2 CPW-based experiment
A photograph of the coplanar waveguide-based measurement setup is presented in Figure

3.2. The block diagram of the experimental arrangement is shown in Figure 5.1. The measure-
ment setup is capable of the temperature-dependent measurement of transient and steady-state
photoconductivity. If time-resolved microwave photoconductivity decay measurements are con-
ducted, the measurement system includes a high speed oscilloscope. For steady-state measure-
ments, a lock-in amplifier is used and an optical chopper creates the dark and illuminated states.
The system includes the options of IQ mixer-based and crystal detector-based detection.

Microwave source
The signal source is the most integral part of a microwave measurement system. The source

used in this experimental setup (MKU LO 8-13 PLL, Kühne GmbH) can create signals in the
8.4−13.6 GHz frequency range with a power level of 13 dBm.

The measurement can be extended to lower frequencies with a signal generator (SDG 1050,
Siglent Inc.) that can operate in the radio frequency regime up to 50 MHz. If this frequency
regime is used, some components of the system (for example, the Magic tee) must be changed
to lower frequency variants.

The coplanar waveguide
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Figure 3.1: (a): Raw signal with the averaged values of the binning methods scattered on the
signal. (b): Charge-carrier recombination dynamics calculated by smoothing the signal before
the numerical derivation. (c-d): Charge-carrier recombination dynamics calculated by binning
the measured data into linearly or logarithmically distributed bins.

The µPCD measurement can be realized with either an antenna or a cavity. The antenna can
be a waveguide with the sample placed at the end of the waveguide, thus realizing the probing
of the material. In this experimental system, the antenna approach is used, and the antenna is a
coplanar waveguide[152, 168] that fulfills the role of emitting the probing microwave radiation
and receiving the reflected microwave signal. The coplanar waveguide (CPW) used in this study
is a conductor-backed coplanar waveguide (CBCPW). This device consists of a dielectric ma-
terial between two conducting layers. The dielectric material is usually ceramic. The backside
of the CPW is connected to the ground. The front side of the device is divided into three parts
separated by gaps. The central strip is connected to the signal while the two metallic surfaces
beside it are connected to the backside with so-called via-holes, holes in the dielectric layer
with metallic filling that connect the metallic layer on the front and backside. The central strip
and the two metallic regions are connected to the signal and ground of an SMA connector with
soldering. A photograph of such a device is shown in Figure 3.3. The schematic diagram of the
CPW is also shown in Figure 3.3 in subfigure (b).

The electric and magnetic field of a coplanar waveguide is shown in Figure 3.4. The mag-
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Figure 3.2: Experimental setup built with a coplanar waveguide acting as the antenna. The
measurement system includes a cryostat, a Q-switched pulsed laser that can be easily switched
between 532 nm and 1064 nm output, a self-assembled microwave bridge responsible for the
generation and downconversion of the microwave signal, and an oscilloscope for the transient
photoconductivity measurement.

netic field flux is highest above the gap between the signal and ground strips. The sample should
be placed at the point with the highest magnetic field, which is above the gap. The reason behind
this is that the µPCD signal is proportional to the magnetic field.

The wave impedance of the coplanar waveguide is designed to be Z0 = 50 Ω . The wave
impedance can be calculated with the following equation[152]:

Z0 =

√
R̃+ iωL̃

G̃+ iωC̃
, (3.1)

where L̃ is the inductance, C̃ is the capacitance, R̃ is the series resistance, and G̃ is the shunt con-
ductance of the waveguide, and all of these parameters are normalized to the unit length[152].
The equivalent circuit of a coplanar waveguide is shown in Figure 3.5. In this model, the R̃ and
G̃ components are responsible for the loss in the waveguide. In an ideal, lossless system these
parameters are zero and only the inductance and capacitance remain.
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Figure 3.3: Left side: Photograph of the CPW placed on the cold finger of the cryostat. A
sample is located on the surface of the CPW. The waveguide is terminated with two SMD
resistances to realize a 50 Ω termination. Right side: cross-section of the conductor-backed
coplanar waveguide. The dotted line in the insulator layer represents the via-holes.

Figure 3.4: The geometry of a conductor-backed CPW is presented on the left and in the middle.
The image on the right side presents a quasi-TEM wave’s electric and magnetic field distribu-
tion. From RF and Microwave Engineering: Fundamentals of Wireless Communications by
Frank Gustrau [169].

Figure 3.5: Equivalent circuit of a coplanar waveguide. The model is normalized to unit length.

Cryostat
The cryostat (M-22, CTI-CRYOGENICS) of the system is responsible for the cooling of the

samples to cryogenic temperatures down to 10 K. The cryostat is equipped with a closed-cycle
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helium refrigeration system that cools the sample through a cold finger.
Temperature controller
The temperature controller (LakeShore model 330, Lake Shore) is responsible for the con-

trol of the sample temperature. With a properly calibrated PID system and a thermometer on
the sample stage, it can set the heating of the system to accurately stabilize the temperature of
the sample.

Vacuum pump
For low-temperature measurements it is important to realize a high enough vacuum in the

chamber of the cryostat, this way preventing the condensation and freezing of the contents of
air inside the cryostat as well as decreasing the lowest possible temperature achievable with the
system. The vacuum stand used in the setup (PT 50, Leybold systems) is a two-stage vacuum
system with a turbomolecular pump and a rotary vane vacuum pump.

Lasers
A good optical excitation used during the measurement is of utmost importance. For pulsed

measurements, a small pulse width enables the observation of quick processes, a tuneable rep-
etition rate enables the observation of quick and slow processes by allowing for the appropriate
relaxation time between pulses, and a high pulse energy results in higher excitation leading to
a better signal-to-noise ratio. The laser used for the TRMCD measurements (NL201-2.5k-SH-
mot, Ekspla) can be set for two wavelengths, 532 nm and 1064 nm, the repetition rate can be
set up until 2500 Hz. The laser used for the Continuous Wave measurements (MGL-III-532-
200 mW) has a wavelength of 532 nm. The experimental system can be expanded with multiple
other excitation options with ease.

IQ Mixer
The IQ mixer (IQ-0618LXP, Marki Microwave Inc.) makes possible the detection of ra-

diofrequency signals with high accuracy in the 6− 18 GHz frequency range. The two inputs
of the instrument are a local oscillator (LO) port for the reference signal and a radio frequency
(RF) port for the signal of interest. The instrument creates the sum and difference of the two
signals and uses a low-pass filter to filter out the high-frequency component. This way a signal
is obtained that corresponds to the change in the reflected microwave voltage and can be de-
tected with an oscilloscope as a DC signal. The I and Q outputs of the IQ mixer are the in-phase
(I) and out-of-phase (Q) components of the signal and correspond to the vectorial form of the
measured signal. The Q output is obtained by applying a 90-degree phase shift to the LO signal
and creating the difference signal in the same manner as mentioned before. The block diagram
of the device is shown in Figure 3.6.

Crystal detector
The crystal detector (8472B, Hewlett Packard) is responsible for rectifying the signal thus

enabling the measurement in the 10 MHz−18 GHz frequency range. The output of the crystal
detector corresponds to the amplitude of the radio frequency signal connected to the input of
the device. By connecting the output to either an oscilloscope or lock-in amplifier, the changing
amplitude of the reflected microwave signal can be measured.

Lock-in amplifier
For the steady-state measurement utilizing a CW laser and an optical chopper, a lock-in

amplifier is used (SR830, Stanford Research Systems). This enables the accurate measurement
of small changes in the signal level.

Oscilloscope
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Figure 3.6: Block diagram of the IQ mixer. Downloaded from the manufacturers website,
https://markimicrowave.com/products/connectorized/iq-mixers/iq-0618lxp/datasheet/ [170].

The I and Q outputs of the IQ mixer, the signal of the photodetector, and the signal coming
from the crystal detector can be digitalized with a high-speed oscilloscope (Tektronix MDO
3024). This allows the measurement of charge carrier recombination dynamics in a huge dy-
namic range.

Isolator
The isolator (T-8S43U-20, Teledyne Microwave Solutions) placed after the hybrid coupler

prevents any signal originating from the sample or other components of the system from travel-
ing toward the signal generator. This prevents any potential damage from occurring by sending
a signal onto the output of the microwave generator.

Hybrid coupler
The hybrid coupler used in this setup (Micronde R433721) splits the signal originating from

the microwave generator into two equal parts with one of the outputs having a 90-degree phase
shift. One part of the signal is sent towards the LO input of the IQ mixer while the other half is
sent towards the sample.

Phase shifter
The phase shifter located before the LO input of the IQ mixer allows for the accurate setting

of the phase of the signal sent to the LO input of the mixer. This allows for the accurate setting
of the LO phase, resulting in the possible tuning of the signal on the I and Q output of the IQ
mixer.

Phase shifter and amplitude modulator
The reference arm of the Magic tee consists of two components, a phase shifter (DKX 1) and

an attenuator (TZC 504 Variable Attenuator, TKI). Both instruments are rectangular waveguides
that are equipped with a movable wall. By setting the length of the reference arm with the help
of the movable end wall, the phase of the reflected microwave signal can be tuned. By setting the
cross-section in the middle of the waveguide, the attenuation can be set for the signal reflected
from the reference arm. These two components allow for the accurate setting of the phase and
amplitude of the reference arm of the Magic tee.

Low-noise amplifier
A low-noise amplifier (LNA) made by JaniLab Inc. is used in the measurement system



42 3.1.2. CPW-BASED EXPERIMENT

to amplify the signal before the IQ mixer. This ensures a detectable, strong signal during the
measurement process. In the case of a strong photo response leading to a high signal level
without the amplifier, the amplifier can be removed to prevent saturating or damaging the mixer.
The amplifier works in the 6− 18 GHz range, has a gain of 18 dB, and has a noise figure of
1.7 dB.

Photodetector
The signal of a photodetector (DET36A/M, Thorlabs) is used for the triggering of the mea-

surement when a TRMCD measurement is conducted. A small portion of the exciting laser
pulse is outcoupled with a beam sampler onto the photodetector to synchronize the excitation
and the measurement. The detector is sensitive in the 350− 1100 nm wavelength range, has a
fast rise and fall time, and has a wide bandwidth.

DC blocks
It is important to galvanically isolate the IQ mixer from the rest of the measurement system

to prevent applying any DC signals onto its LO and RF inputs. A high enough DC voltage can
saturate or damage the mixer. To achieve this, two SMA-WR90 connectors were used facing
each other with plastic sheets placed between them and plastic screws holding them together.
The DC blocks are placed before the LO and RF inputs of the mixer.

Coaxial cables
The connection between instruments is realized with the help of coaxial cables with SMA

and BNC connections. The usage of coaxial cables helps with decreasing the unwanted noises
during the measurement process.

Magic tee
The Magic tee (TKI) is responsible for splitting the signal sent to its ’A’ input into two equal

parts and sending it toward a reference arm and the sample. It is also responsible for sending
the signals reflected from the reference and sample arm toward its output ’D’. The exact process
is detailed in the next subsection. The Magic tee used in the system is a rectangular waveguide-
based instrument that is ideal for the 10 GHz frequency range.

Purpose of the Magic tee

The Magic tee is an instrument that splits the signal connected to the input to two ports and
combines the signals input to the same two ports on the fourth port. If the ’A’ port of the Magic
tee receives a signal the signal is split in two and sent to the ports ’C’ towards the reference
arm and ’D’ towards the sample. The phase of the signal sent to port ’C’ is shifted by π . The
signals going out from ports ’C’ and ’D’ are reflected from the sample and the reference arm
respectively and re-enter the Magic tee. The reflection coming from the sample consists of two
parts, a DC reflection caused by the sample without excitation and a reflection caused by the
excitation during illumination. We set the phase shifter and attenuator located in the reference
arm in a way that once the signals are added together on the output of port ’B’ the DC reflection
of the sample is canceled out. If we take the signal in the following form:

W = E · cos(kx−ωt +φ), (3.2)

where E is the amplitude, k is the wavenumber, ω is the frequency, and φ is the phase of the
signal. In this case, the signal going toward channel ’B’ consists of the sum of the reflections
received from channels ’C’ and ’D’ as follows:
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WD->B = F · cos(kx−ωt +φ1)+G · cos(kx−ωt +φ2), (3.3)

WC->B = H · cos(kx−ωt +φ3), (3.4)

WB =WC->B +WD->B, (3.5)

where F , G, and H are the signal amplitudes, the second term of WD->B is the signal caused
by the photoexcitation, and we can tune the values of H and φ3. Considering the trigonometric
identity of the product of two cosine functions, cos(a)+ cos(b) = 2 · cos

(a−b
2

)
cos
(a+b

2

)
it can

be shown that the DC reflection of the sample can be canceled out. To do this one should set the
attenuation and phase shift in the reference arm in such a way, that F = H and φ1−φ2

2 = n ·π/2
are satisfied. This leaves only the change caused by the photoexcitation to remain, in an ideal
case only a 0 DC level remains with the perturbation caused by photoexcitation changing this
value periodically.

3.1.3 Cavity-based experiment
The cavity-based experiment utilizes components of a commercially available electron spin

resonance spectrometer (BrukerElexsys E500). The measurement is made outstandingly sensi-
tive by using the microwave bridge and cavity of the electron spin resonance spectrometer and
by utilizing the automatic frequency control of the system. The block diagram of the measure-
ment setup is demonstrated in Figure 4.1.

Signal preamplifier
The preamplifier (ER 047-PH, Bruker BioSpin) built into the spectrometer was used to

increase the signal-to-noise ratio through the amplification of the signal thus achieving the de-
tection of signals that would be lost in the noise otherwise.

Microwave bridge
The microwave bridge (ER049X, Bruker BioSpin) used in the measurements provides a

plug-and-play solution for microwave measurements with high sensitivity.
Cavity
With the help of the microwave cavity (ER4122SHQE, BioSpin high-Q cavity) the effect of

photoinduced change in conductivity is amplified for an outstanding detection capability[147,
171–173].

Cryostat
The cryostat used in the experimental system (ESR900, Oxford Instr. Sci.Div.) allows for

the accurate setting of sample temperature between 4 K and room temperature. The system can
be precooled to 4 K without the sample, this way allowing the placement of the sample into the
cooled cryostat. This method is essential for the quenched measurements.

Lock-in amplifier
The lock-in amplifier used in this system (SR830, Stanford Research Systems) is responsible

for the accurate measurement of the difference in the reflected signal between the dark and
excited case. The reference signal of the optical chopper is connected to the reference signal of
the lock-in amplifier.

Lasers



44 3.2. HALL EFFECT AND SHEET RESISTANCE MEASUREMENT

Two lasers were used for the measurements since the steady-state and transient measure-
ments require vastly different excitation solutions. For the time-resolved measurements, a Q-
switched pulsed laser (NPL45C, Thorlabs Inc.) was used with a wavelength of λ = 450 nm.
The laser has a pulse width that can be set on the 6−129 ns scale and a pulse energy of 200 nJ.
The continuous wave laser (MBL-III-473, CNI LasersLtd) has a wavelength of 473 nm and a
power of 50 mW.

Optical chopper
An optical chopper (SR540, Stanford Research Systems Inc.) was used to chop the CW laser

for the lock-in based detection of the steady-state signal. This method provides illuminated and
dark measurements with equal excitation time. The reference signal of the chopper can be used
as the reference signal of the lock-in amplifier.

3.2 Hall effect and sheet resistance measurement

For the measurement of charge carrier density, mobility, and sheet resistance I used a com-
mercially available standalone tool in the form of the PDL-1000. For the optical illumination,
I used UV LEDs with appropriate wavelength for the amorphous Indium Gallium Zinc Oxide
and α Gallium Oxide thin films. The PDL-1000 system is presented in Figure 3.7.

Figure 3.7: The PDL-1000 Hall effect measurement system is shown on the left side and the
cylindrical magnet pair inside the measurement system is shown on the right side[174].

PDL-1000
The PDL-1000 used for the Hall measurements is a standalone tool for the measurement

and evaluation of sheet resistance, charge carrier density, and mobility developed by Semilab.
The system conducts contact check, sheet resistance, and Hall effect measurements and their
evaluation automatically. For the presented measurements I used a needle stage setup for the
contacting of the samples.

The PDL-1000 is equipped with a parallel dipole line system[175]. The two, cylindrical
magnets create a homogeneous magnetic field between them. The lower magnet is rotated with
a stepper motor, and the magnetic coupling between the lower and upper magnet causes the
upper magnet to rotate with the lower magnet thus realizing a harmonic change in the magnetic
field perpendicular to the sample surface. Due to this sinusoidically changing magnetic field,
the Hall voltage changes with the same tendencies, realizing a Hall measurement with an AC
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magnetic field. This solution allows for the utilization of a lock-in amplifier for an outstanding
signal-to-noise ratio in the Hall effect measurement.

Optical illumination in the UV regime
For the illuminated measurements, I applied an optical excitation with the help of UV LEDs.

The LED used for the measurement of Indium Gallium Zinc Oxide thin film samples (M340L5,
Thorlabs) has a wavelength of 340 nm and a maximal power of 69.2 mW. A lens was placed
before the LED to create a homogeneous excitation of the whole sample surface. The LED used
for the optical excitation of Ga2O3 samples (DUV265-SD353E, Roithner LaserTechnik GmbH)
has a central wavelength of 265 nm.

3.3 Studied samples

Thanks to multiple international cooperations I had the opportunity to measure perovskite
samples and wide bandgap materials. I did not manufacture or take part in the manufacturing
process for any of the samples used during the measurement processes.

The perovskite samples created by the group have been the focus of multiple publications
including but not limited to their usefulness as X-ray detectors [48], information storage devices
[176], and gas sensors [15].

MAPbX3

The MAPbX3 samples were created with three different preparation methods. The acid-
based growth consists of the pipetting of methylamine solution into an ice-cooled solution of
PbX2. In a temperature gradient of 15 °C in the acidic media, single crystals of the methylam-
monium lead halides grow on the cold side of the liquid container. The inverse temperature
method consists of dissolving MAPbBr3 crystals in DMF at room temperature thus creating a
saturated solution. By increasing the temperature of the solution nice, cube-shaped samples can
be grown. The method requires γ-butyrolactone and 50 V/V% DMF / 50 V/V% dimethyl sul-
foxide (DMSO) in the case of MAPbI3 and MAPbCl3, respectively. The needle-shaped crystals
were created by cooling down the saturated solution from room temperature to −15 °C and
harvesting the crystals at this temperature. Three MAPbX3 samples are shown in Figure 3.8.
Márton Kollár synthesized the samples at The École Polytechnique Fédérale de Lausanne.

CsPbBr3

The CsPbBr3 single crystals were grown with the inverse temperature growth
technique[177, 178] from a precursor solution. The precursor solution is heated up to 120 °C
and the forming crystals are harvested. The crystals are then placed into a fresh precursor so-
lution and act as seed crystals for the growth process. The precursor solution was created with
a modified version of the method published by Dirin et al.[179] by dissolving CsBr and PbBr2
in DMSO, heating and steering the solution, and filtering at the end of the process. A CsPbBr3
single crystal is presented in Figure 3.8. Márton Kollár synthesized the samples at the KEP
Innovation Center.
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Figure 3.8: Left side: Three methylammonium lead halide single crystals presented on mil-
limeter paper for scale. From left to right: CH3NH3PbI3, CH3NH3PbBr3, and CH3NH3PbCl3.
Right side: CsPbBr3 single crystal placed on millimeter paper for scale.

Amorphous indium gallium zinc oxide

The amorphous indium gallium zinc oxide (a-IGZO) samples were created with physical va-
por deposition. The process consists of sputtering atoms on a carrier substrate in an atmosphere
that is a mixture of Argon and O2. The high-quality film is created with thermal treatment. The
sample series contains samples with varying thicknesses, the partial pressure of oxygen in the
chamber during the preparation process, and the presence and lack of an insulation layer.

α-Ga2O3

The α-Ga2O3 sample was created with the mist CVD technique. The substrate used for the
process is an M-plane sapphire. The sample was created with a thickness of 1400 nm in the
van der Pauw geometry. The sample had a Si/Ga ratio of 10−4 in the source thus realizing the
Silicon doping of the material. The α-Ga2O3 samples were made by Hitoshi Takane at Kyoto
University.



Chapter 4

Charge-Carrier Dynamics in Hybrid
Organic-Inorganic Perovskites

In this Chapter, I present the time-resolved microwave photoconductivity measurement of
methylammonium lead halide single crystals on a temperature range of 4 to 290 K. With the pre-
sented measurement method I present the change in photoconductivity and the charge-carrier
recombination time as a function of temperature. I performed the non-destructive and con-
tactless measurement method for all three parent metal halide perovskites, namely MAPbI3,
MAPbBr3, and MAPbCl3 single crystals. I present the effect of structural phase transitions on
the charge-carrier recombination dynamics of the materials. I observed substantial change in
photoconductivity and recombination dynamics at the orthorhombic to tetragonal phase transi-
tion while no such effect is observable at the tetragonal to cubic transition. I present ultralong
charge-carrier recombination times approaching 70 µs in the orthorhombic phase. I present
further results detailing the difference in slowly cooled and quenched samples. I compared the
temperature-dependent photoconductivity and recombination time in three samples with vastly
different morphology. The quenched and morphology-based measurements show the impor-
tance of the amount of domain barriers found in the samples and the effect of these domains on
the photoconductivity and charge-carrier recombination time of photoexcited charge carriers in
perovskites.

The presented results shed light on the interplay between the structure of methylammonium
lead halide crystals and the photovoltaic properties relevant to the application of methylammo-
nium lead halides as solar cell materials, namely the recombination time and photoconductivity.
A deeper understanding of the effects influencing the recombination process of charge carri-
ers can propel further improvement of the photovoltaic efficiency of hybrid organic-inorganic
perovskites. The presence of significantly longer charge-carrier recombination times in the or-
thorhombic phase indicates that research connected to the development of perovskite samples
that possess similar properties at room temperature may help with the improvement of such
devices.

The measurements presented herein were conducted with the help of a high quality factor
microwave resonator, a commercially available microwave bridge, and a helium gas flow cryo-
stat. The optical excitation was realized with a Q-switched laser for the transient measurements
and a CW laser for the QSS measurements. The measurement system was developed for the
temperature-dependent recombination time study of methylammonium lead halides.

The presented measurement of the temperature-dependent recombination dynamics of

47
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charge carriers in methylammonium lead halides, the effect of morphology on the recombi-
nation dynamics, and observation of quenched single crystals presenting substantially different
recombination dynamics than the slowly cooled perovskites, and the novel solution for the mea-
surement of charge-carrier recombination time as a function of temperature with the help of a
microwave cavity and bridge of an electron spin resonance spectrometer are published in ACS
Photonics. [O1]

4.1 Measurement of charge-carrier recombination time and
photoconductivity with a microwave cavity

I studied the photoinduced charge-carrier recombination dynamics of methylammonium
lead halide samples in a wide temperature range with the microwave photoconductivity de-
cay method. The microwave photoconductivity measurement setup used during the research
presented in this chapter is shown in Figure 4.1. The presented measurements were conducted
in the 4−270 K temperature range.

The measurement system was built based on the components of a commercially available
electron spin resonance spectrometer. The two components used during the presented measure-
ments are the microwave cavity with a high Q-factor and the microwave bridge with automatic
frequency control. The microwave cavity allows for a measurement with high sensitivity and
the automatic frequency control sets the frequency of the microwave source to the resonant fre-
quency of the cavity. The microwave bridge of the ESR spectrometer is surrounded by a dotted
line in the block diagram presented in Figure 4.1., the cavity is also part of the spectrometer.
The setup contains two possible solutions for illumination, the optical chopper is needed in the
case of the CW illumination. Subfigure (b) and (c) present the light delivery solution to the
sample placed inside the cavity through a quartz rod.

The optical excitation of a material changes its surface impedance. The perturbation of
surface impedance leads to the change in the quality factor of the cavity and the change in the
resonant frequency of the cavity. Due to the application of the automatic frequency control, the
microwave bridge realizes a measurement where only the change in the Q-factor is measured,
which is connected to the change in sample conductivity. A detailed description of microwave
measurement of surface impedance is given in the Theoretical Background chapter.

Due to the utilization of the microwave cavity of the ESR spectrometer, the possibility
arises for rapidly cooled measurements. Thanks to the design of such cavities, the sample
can be placed inside the cooled cavity filled with helium thus realizing the quenching of sample
properties through quick cooling. The bandwidth of the cavity limits the detectable recombina-
tion dynamics of the samples under investigation due to the shortest detectable transient being
τtr = 2Q/ω0. The quality factor of the loaded cavity is Q ≈ 6550, and the probing microwave
frequency is ω0 ≈ 2π ·9.5 GHz, leading to a lower limit of τtr ≈ 220 ns for the measurement of
recombination dynamics. Since the detected recombination time values in the presented mea-
surements are in the range of microseconds and above, the limitation imposed by the bandwidth
of the system does not pose any problem.

The sample is placed into the center of a microwave cavity where the magnetic field is
maximal. The electromagnetic mode of the cavity is TE011. The cavity is equipped with a
double-walled quartz insert allowing for liquid helium cooling, resulting in a temperature range
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Figure 4.1: The experimental setup used for microwave photoconductivity measurements dur-
ing the presented study is shown in subfigure (a). The block diagram includes the modification
needed for switching between steady-state and transient photoconductivity measurements. (b)
Schematic diagram of laser light delivery to the sample placed inside the microwave cavity with
the TEM modes of the cavity presented. The illustration of the light delivery system is presented
in subfigure (c). The left photo in (c) presents the quartz rod used during the measurement with-
out the sample, the middle photo shows the same rod when the optical excitation is present, and
the right photo shows the MAPbBr3 sample attached to the rod ready for measurement. The
optical excitation used for the illustration of the light delivery system is not the same, as the
laser used for the measurement. The light source used for illustration is a CW LED with a
wavelength of λ = 470 nm made by ADSresonances Sàrl.

of 4−300 K for the measurement.
The samples were illuminated with the help of a quartz rod by placing the sample on the

bottom notch of one end of the quartz rod while the light was directed at the other end of the
rod. Due to the refractive index of the quartz rod, the light is guided along the length of the rod
and excites the sample placed at the other end. This illumination technique was based on the
solution previously presented by Mantulnikows et al.[180].

The measurement system is capable of both transient and steady-state photoconductivity
measurements. For the transient photoconductivity decay measurements the excitation of the
sample happens with a Q-switched pulsed laser that has a 450 nm wavelength. The decay
curves are measured with an oscilloscope placed after an amplifier and recorded with the help
of a measurement software. For the steady-state measurement, a CW laser is used with a wave-
length of 473 nm. The CW laser is chopped with an optical chopper. This way the steady-state
photoconductivity can be measured as a change from the corresponding value in dark condi-
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tions. The reference signal of the chopper is connected to a lock-in amplifier thus realizing the
measurement of the difference in the dark and illuminated photoconductivity.

The comparison of the measurement of the same sample with the help of a lock-in amplifier
and an oscilloscope is presented in Figure 4.2. The key difference between the two methods is
the ability to measure the recombination time of charge carriers. With the help of a lock-in am-
plifier, one can measure the change between the dark and steady-state or two steady-states with
different excitation. The measured signal is proportional to the charge carrier density, which is
equal to the product of the recombination time and the generation rate, as explained in the The-
oretical Background section. This means, that without information on the charge carrier density
and generation rate, the recombination time can not be obtained from these measurements, but
the tendencies of the product of the two quantities can be observed with high accuracy. By
evaluating the results of steady-state and transient measurements even more information can
be gained regarding the recombination processes, as presented in the next chapter. The hys-
teretic effect can be observed with a higher detail for the quasi-steady-state measurement due to
the higher sensitivity of the measurement. Due to the high sensitivity of the lock-in detection,
the same heating protocol leads to an increased amount of measurement points, allowing the
observation of phase transitions with a significantly higher detail.
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Figure 4.2: Comparison of the measurement conducted with a lock-in amplifier and an oscil-
loscope. The figure on the right side presents the ability of the two measurement processes to
follow the hysteretic effects of phase transition.

I recorded decay curves as presented in Figure 4.3. for all presented samples with the help
of the oscilloscope-based version of the measurement setup. I fitted the decay curves in an
automated manner with single exponents. The appropriate fitting of the decay curves with a
single exponent indicates that the recombination process is dominated by one recombination
channel. The characteristic time of the decay process (τc) is determined from the exponential
fit, and the photoconductivity (∆G) is represented by the amplitude of the decay curves.

All presented measurements were conducted on samples synthesized by Dr. Márton Kollár
and Dr. Endre Horváth. The sample manufacturing process is presented in the Methods section.
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Figure 4.3: The recombination dynamics of photoexcited charge carriers observed through the
decay of microwave reflection as a function of time. The red and black curves represent the
recorded signals, and the red and green curves are the fitted single exponents. The large digital
noise is the result of the relatively poor vertical resolution of the used oscilloscope.

4.2 Temperature dependent charge-carrier lifetime in
methylammonium lead halides

The temperature-dependent charge-carrier recombination time and photoconductivity val-
ues obtained from microwave photoconductivity decay measurements are presented in Figure
4.4. down to 4 K. All presented measurement sequences were recorded during the heating of
the samples. In the temperature range of the measurements, all three parent MHPs undergo a
phase transition from orthorhombic to tetragonal, the MAPbBr3 undergoes an additional phase
transition between two phases that are tetragonal, while the MAPbCl3 and MAPbBr3 undergo
a tetragonal to cubic phase transition as well.

The degrees of freedom of the methylammonium cation change drastically as the temper-
ature is decreased[75–78]. At high temperatures the methylammonium cation may be in any
orientation around the halide atom it is connected to. In the tetragonal phase, the methylam-
monium cation obtains preferred orientations in the lattice but is still moving between these
orientations. In the orthorhombic phase, the methylammonium cations become fully ordered,
they may be in one of two allowed orientations. Depending on the orientation of these cations
either ferroelectric or antiferroelectric domains may emerge[69, 81–84]. Such a ferroelectric
ordering of the methylammonium cations may lead to the emergence of a built-in electric field,
in the presence of antiferroelectric domains the built-in electric field would not emerge in the
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same manner. A built-in electric field helps the separation of excited charge carriers leading to
the increase of charge-carrier lifetime and photoconductivity[69, 80, 81].
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Figure 4.4: charge-carrier lifetime (a-c) and photoconductance (d-f) as a function of temperature
for MAPbI3, MAPbBr3, and MAPbCl3 crystals. All investigated samples show maximal values
in photoconductivity and ultralong charge-carrier recombination times at low temperatures. The
maximal observed recombination time is over 68 µs for MAPbBr3. The vertical lines represent
the temperature of phase transitions. All samples show significant changes in both parameters
at the orthorhombic to tetragonal phase transition.

According to my observations, the tetragonal to cubic phase transition has no effect on
the photoconductivity and charge-carrier recombination time. The orthorhombic to tetrago-
nal phase transition however is found to have a noticeable effect on recombination time and a
substantial effect on photoconductivity. The change in photoconductivity at the phase transi-
tion from the orthorhombic to the tetragonal phase is a factor of ∼ 2.5 for MAPbI3, ∼ 6 for
MAPbBr3, and ∼ 10 for MAPbCl3 crystals. The observed photoconductivity is higher in the
orthorhombic phase for all samples than in the tetragonal or cubic phase.

A maximal value is observed in the orthorhombic phase for the recombination time and pho-
toconductivity as well in all parent MHPs. Below the temperature corresponding to the maximal
values of ∆G a decreasing tendency is observed. The temperature corresponding to the maximal
photoconductivity value shows a dependence on the halide content, the narrow peak shifts to a
smaller temperature for MAPbBr3 compared to MAPbCl3. In the case of the MAPbI3 crystal,
such a narrow peak is not observed, a broad peak can be seen similarly to the ones observed for
the other two parent MHPs. There might however be a similar narrow peak in the photoconduc-
tivity of MAPbI3 below the temperature range reachable in this measurement. The presence of
such a peak would mean a decreasing tendency in the temperature of the maximal conductivity
value as the atomic size of halogens in the material increases. The observed decrease of pho-
toconductivity below the temperature corresponding to the maximal value may be explained by
the emergence of antiferroelectric domains in the material. Such regimes would cancel out the
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effect of the built-in electric field caused by the ferroelectric ordering. The possible presence of
antiferroelectric domains has been predicted[82] but I know of no proof for their existence.

The investigated perovskites show maximal recombination time values in the orthorhombic
phase. The three samples possess ultralong recombination time values at cryogenic conditions
with the highest recorded recombination time approaching 70 µs for the MAPbBr3 sample.
These maximal recombination time values as well as the temperature values corresponding to
the maximal ∆G and τc values are presented in Table 4.1. The recombination times I present are
longer than the previously reported values[145, 181–186] , with the longest in MAPbI3 being
15 µs[181].

Tmax (K) τc (µs) T∆G K
MAPbCl3 13 15.2 44
MAPbBr3 10 68.3 12
MAPbI3 26 28.2 48

Table 4.1: Temperature where the maximal recombination time is observed, Tmax, temperature
where the maximal photoconductivity is observed, T∆G, and the maximal recombination time
observed for the three MHPs at the aforementioned temperature, τc.

The observation, that the phase transition from tetragonal to cubic phase has no visible effect
on charge-carrier lifetime or photoconductivity, supports the previous discussion that the MA
ordering causes the change in photovoltaic properties in the orthorhombic phase. The gradual
increase in τc in the orthorhombic phase with decreasing temperature for the MAPbBr3 and
MAPbI3 crystals may be caused by the continuous change in the ordering of MA cations. This
loss of movement is drastically different at the two phase transitions since in the orthorhombic
phase only two possible orientations remain, leading to a substantial difference in effect on the
recombination process and photovoltaic properties.

A small drop is also noticeable at the orthorhombic-tetragonal phase transition for the
MAPbCl3 and MAPbBr3 sample. This could be caused by the presence of both phases at the
phase transition in the form of domains of material possessing different phase properties. The
charge carriers present in the material at this temperature range would encounter an increased
amount of domain boundaries resulting in a lower time without the scattering of said charge car-
riers. The increased number of scattering events leads to the decrease of recombination time.
The domains disappear if the temperature is increased or decreased away from the phase tran-
sition as the whole crystal obtains the same crystal system. The presence of a small number
of domains possessing the tetragonal phase in the temperature range of the orthorhombic phase
was reported before[72, 73]. This effect is not present however in the MAPbI3 sample. This
may indicate that the reason behind this effect is not the aforementioned possibility but another
underlying process that I did not identify.

Due to the first-order nature of the phase transition from orthorhombic to tetragonal phase, a
hysteretic effect is observable around the transition temperature. This is caused by the simulta-
neous presence of the tetragonal and orthorhombic phases in the material in a small temperature
region around the phase transition. This effect is presented in Figure 4.5. on the amorphous
MAPbBr3 sample detailed in Chapter 4.5. The presented measurement was realized with two
different detection techniques utilizing an oscilloscope and a lock-in amplifier. The effect was
previously observed by Osherov et al.[71]. This observation of the hysteretic effect proves that
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around the temperature corresponding to the phase transition domains emerge with different
phase properties.
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Figure 4.5: Comparison of hysteretic effect around the phase transition measured with a lock-in
amplifier (left panel) and an oscilloscope (right panel).

4.3 Reproducibility of the measurements
The reproducibility of any measurement is of utmost importance. For this purpose, I con-

ducted a measurement after the quenched measurement presented in Chapter 4.4 detailing the
quenched measurements that consisted of the slow cooling, heating, and repeated cooling of
the sample. The temperature dependence of photoconductivity and charge-carrier lifetime for
this measurement is presented in Figure 4.6. The results show that the measurement reproduces
properly for consecutive measurements. This is only true for slow cooling and heating runs,
more precisely the proper reproducibility is present if the slope of the temperature sweep is the
same in the consecutive measurements. A quick cooling can cause an increase in the number of
domains, or even a difference in the set temperature and the actual temperature of the material.

4.4 Quenching the crystal structure
With the help of temperature-dependent measurements, the connection between structure

and the dynamics of photoexcited charge carriers can be observed. By changing the slope of the
temperature sweep additional information could be revealed of the phase transitions and their
effect on carrier properties. An extreme case for temperature-dependent measurements is the
quenching of the material. Quenching is used in a wide area of research and manufacturing
and may have a desired or undesired effect. Multiple processes are referred to as quenching.
The sudden termination of the superconductivity of part of a superconducting magnet leading
to rapid heating and its possible damage is called the quenching of a magnet. The process
of decreasing the luminescent intensity of a material is called quenching in luminescent spec-
troscopy. The mechanism of quenching in this chapter is the definition used in material science.
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Figure 4.6: Reproducibility of photoconductivity and lifetime for three measurement runs.

Quenching is the rapid cooling of the material resulting in a smaller time window for phase
transitions to occur, leading for example to smaller grain sizes. The creation of hardened steel
instruments such as swords is achieved through this process by blacksmiths.

The quenching of the material I present herein is realized by quickly cooling the sample to
cryogenic conditions through the means of submerging it into liquid helium. This is enabled
by the special construction of the cavity-based measurement: this commercial unit is equipped
with an easy access cryostat which allows its precooling and placing of a sample within 2-3
seconds directly inside the helium flow. The sample under investigation is a MAPbBr3 single
crystal that is cooled through two phase transition in a small timeframe: cubic to tetragonal
and tetragonal to orthorhombic. This process may lead to small domains with the same phase
property and an increased amount of grain boundaries.

I present the temperature-dependent charge-carrier lifetime and photoconductivity values in
Figure 4.7. The measurement was recorded during the heating of the material for consistent
measurements. First, the sample was placed in a cavity filled with liquid helium thus achieving
fast cooling. After this, the sample was heated up slowly while the photoconductivity decay
curves were recorded, followed by the slow cooling and subsequent slow heating of the sample.
Since the sample was not removed from the cavity between the two measurements the ∆G
values were not normalized.

The charge-carrier lifetime in the quenched sample is significantly lower than in the slowly
cooled sample. The maximal lifetime value is more than twice as long in the slowly cooled
sample compared to the quenched sample. I propose that this effect is caused by the presence
of smaller domains with the ferroelectric ordering of MA cations. If the domains, in which the
charge separation is realized by the built-in electric field are smaller, the charge-carrier lifetime
is smaller as well. This means that an increased amount of domains in the quenched sample
leads to a decreased domain size. The charge carriers excited inside the domain are propelled
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Figure 4.7: Charge-carrier lifetime (left panel) and photoconductivity (right panel) of a
MAPbBr3 single crystal as a function of increasing temperature after being cooled slowly and
quickly. The charge-carrier recombination time is significantly shorter in the orthorhombic
phase in the case of a quenched sample than for the same sample cooled slowly. The trend
is the opposite for the photoconductivity, as the photoconductivity observed in the case of the
quenched sample is approximately thrice the maximal value of the slowly cooled sample.

apart by the built-in electric field but recombine at the domain boundaries where the opposite
charge carriers are propelled from neighboring domains.

The lifetime shows an increased change at the phase transition in the case of the quenched
sample compared to the slowly cooled sample and converged towards the lifetime values of the
slowly cooled samples as the temperature increased. This effect could be related to the presence
of orthorhombic and tetragonal phases at the phase transition and their increased amount of
variation and presence due to the small domain size caused by the quenching of the sample.
An alternative explanation could be the trapping of charge carriers due to trap states emerging
as a result of the quick cooling. It may even be possible that both these effects play a role
as trap states may emerge at the boundaries of crystallographic regions, domains, defects, and
the increased amount of domains caused by the quenched state of the sample and the parallel
presence of tetragonal and orthorhombic phases during the phase transition could cause an
increase in charge carrier trapping. With the current amount of information, I can not determine
which, if any, of the two possible solutions is the real reason behind the jump in charge-carrier
recombination time.

The photoconductivity of the quenched sample is higher in the orthorhombic phase and the
same in the tetragonal and cubic phases as the slowly cooled sample. I believe the increased
photoconductivity is caused by the presence of smaller domains with ferroelectric ordering. The
lower symmetry of the material increases the photoconductivity.
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4.5 Effect of Morphology

Different sample preparation methods result in different sample morphology. This morphol-
ogy may influence the charge-carrier recombination time and photoconductivity. The grain or
domain boundaries can act as recombination centers and/or scatter the charge carriers decreas-
ing their lifetime. The size of grains and domains limits the size of the domains with uniform
MA cation orientation in the orthorhombic phase if a ferroelectric ordering is achieved.

4.5.1 MAPbBr3

I present the temperature-dependent charge-carrier lifetime and photoconductivity of
MAPbBr3 samples in Figure 4.8. The samples were made with differing preparation processes
resulting in cubic, irregular, and needle-shaped crystals.

The correlation between the maximal observed recombination time in the orthorhombic
phase and the crystallinity is clear in the τc(T ) graphs. The highest observed recombination
time is recorded for the cube-shaped sample followed by the irregular sample created with the
acid-based growth, the needle-shaped samples present the lowest maximal lifetime value. In
the orthorhombic phase for the cube-shaped and the irregular sample, the possibility of huge
domains of ordered MA cations emerging in the sample is far greater than in the case of the
sample consisting of needles. However, the change in the recombination time of charge carriers
for the sample consisting of needles is significantly smaller than for the other morphologies. The
needle-shaped sample exhibits charge-carrier lifetimes around 20 µs in the whole temperature
range. The small change in the lifetime of the sample built up from needles leads to the fact,
that in the tetragonal phase, the cube-shaped and irregular sample shows lower lifetime values
than the needles. The temperature-dependent lifetime values follow approximately the same
tendency for the cube-shaped sample and the irregular sample created with acid-based growth
with the cube-shaped sample exhibiting higher recombination times in the whole temperature
range. This points towards the cube-shaped sample possessing a higher crystallinity than the
irregular sample.

The photoconductivity values are normalized at the same temperature in the tetragonal
phase. This way it is possible to compare the photoconductivity values, but it must be stressed
that the values are not absolute, the signal is connected to the amount of material in the cav-
ity and the results are only usable to compare tendencies as a function of temperature. The
observed change in photoconductivity is similar for the cubic and irregular samples and signifi-
cantly different in the case of the sample consisting of needles. I believe that the reason behind
this is the difference in morphology. The cube-shaped and irregular sample have huge grains
and smaller amount of barriers between grains and domains than in the case of the sample con-
sisting of needles. The jump at the phase transition is almost twice for the acid-based growth
and close to four times for the cube-shaped compared to the sample consisting of needles.

The orthorhombic to tetragonal phase transition temperature is the same for the cube-shaped
sample and the sample created by acid-based growth, both being around ∼ 146 K. The sample
that consists of needles however shows a slight shift towards lower temperatures, the tempera-
ture where the phase transition occurs is at ∼ 135 K.
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Figure 4.8: Charge-carrier recombination dynamics of three MAPbBr3 samples with varying
crystalline morphology. The top panel shows photographs of the three crystals. From left to
right: the cubic, amorf (acid-based growth), and needle-shaped samples. Subfigure (a) presents
the charge-carrier recombination time, and (b) presents the change in photoconductivity as a
function of temperature.

4.5.2 MAPbI3

I present the temperature-dependent charge-carrier lifetime and photoconductivity of
MAPbI3 samples in Figure 4.9. The samples were made with differing sample preparation
processes resulting in an irregular crystal, a needle-shaped crystal, and a crystal consisting of
wires.

The general tendencies are similar to the effects observed for the MAPbBr3 crystals. The
charge-carrier lifetime is highest for the irregular sample that possesses the best crystallinity,
with the samples consisting of wires and needles presenting lower lifetimes. The samples with
worse crystallinity show smaller changes in the recombination time in the temperature range
and this subsequently results in a higher lifetime in the tetragonal phase than for the single
crystal sample. Interestingly the sample consisting of needles has an increase in lifetime at the
orthorhombic to tetragonal phase transition while the other two show a decreasing tendency.
This is similar to the effect observed for MAPbBr3 and MAPbCl3 crystals.

The change of photoconductivity as a function of temperature is scaled for the three samples
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to fall in line at 200 K in the tetragonal phase. This way - while the results are not comparable
since the values are not absolute - the tendencies can be compared. The jump in photoconduc-
tivity is also interesting in the case of the sample consisting of needle-shaped crystals, as this is
the only sample in our study that had an increase in photoconductivity at the orthorhombic to
tetragonal phase transition.

The temperature of the orthorhombic to tetragonal phase transition falls in line for the single
crystal and the sample consisting of needles at ∼ 159 K, but the phase transition shifts towards
smaller temperatures at ∼ 142 K for the sample consisting of wires.
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Figure 4.9: Charge-carrier recombination dynamics of three MAPbI3 samples with varying
crystalline morphology. Subfigure (a) presents the charge-carrier recombination time, and (b)
presents the change in photoconductivity as a function of temperature.

4.6 Conclusions
In conclusion, the observations of the quenched and morphology-dependent measurements

support the same observations. The creation of disorder with the help of sample quenching and
the decrease of crystallinity lowers the charge-carrier lifetime in methylammonium lead halide
perovskite samples. The reason behind this effect is the increase of grain boundaries that can
act as recombination centers and can scatter charge carriers thus lowering the recombination
time, while also limiting the size of the emerging ferroelectric domains created by the ordering
of MA cations at low temperatures. Interestingly increased photoconductivity was observed
in the quenched sample and the acid-based growth of an irregular MAPbBr3 sample while the
lower crystallinity did not induce such an effect. This may indicate, that a small increase in
disorder leads to an increased photoconductivity, while further increase in this manner results
in the decrease of photoconductivity.

These results support the observations for the temperature-dependent charge-carrier life-
time and photoconductivity in methylammonium lead halide single crystals. I presented ultra-
long lifetime values at low temperatures and increased photoconductivity in the orthorhombic
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phase in all parent MHPs. I connected these results with the emergence of ferroelectric do-
mains caused by the ordering of MA cations. The observed charge-carrier lifetime values are
longer than those found in previous reports of transient microwave photoconductivity decay in
MAPbX3 perovskites.



Chapter 5

Charge-Carrier Dynamics in Inorganic
Perovskites: Cesium Lead Bromide

In this chapter, I present my research detailing the temperature-dependent charge-carrier
recombination dynamics in the cesium lead bromide perovskite. The measurements were con-
ducted with the help of a novel microwave photoconductivity decay measurement system. The
system is equipped with a coplanar waveguide that acts as the antenna for both the emission
of the probing signal and the detection of the reflected signal, while simultaneously being the
cooling pad that the sample is placed on. The measurements were conducted in the 10−300 K
temperature range using a closed cycle, cryo-free cryostat system, thus eliminating the need for
liquid helium at the compromise of reaching 10 K only. This single crystal exhibits ultralong
charge-carrier recombination times at cryogenic temperatures. I present the power dependence
of recombination dynamics at various temperature values and discuss the change in tendencies.
I present the temperature-dependent recombination time of charge carriers with both pulsed and
steady-state measurement methods. The results are supported by a simulation and a connected
theory about charge carrier trapping in shallow traps and a carrier density-independent recombi-
nation process after detrapping. According to my findings, the observed ultralong charge-carrier
recombination time is caused by the trapping of charge carriers in shallow traps that cause a
small portion of generated charge carriers to exhibit ultralong recombination times at cryogenic
conditions. The presented measurements were conducted with a microwave reflectometry setup
assembled from commercially available components. The measurement is realized with a mi-
crowave mixer, and the detection of the reflected microwave signal is done with a high-speed
oscilloscope. The cooling of the sample is achieved with a cryo-free cryostat that cools the
sample through a cold finger.

The presented observations of the temperature-dependent charge-carrier recombination dy-
namics in CsPbBr3 single crystals are published in Advanced Energy and Sustainability Re-
search. [O2] The presented measurement setup based on a coplanar waveguide capable of mea-
surements in a wide temperature range with temporal resolution and sensitivity that enables the
observation of slow and quick recombination processes during the same measurement sequence
is submitted to Review of Scientific Instruments. [O3]

61
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5.1 CPW-based microwave photoconductivity measurement
I developed the microwave photoconductivity decay measurement system presented in Fig-

ure 5.1. to measure the temperature-dependent recombination dynamics of semiconductors in
a non-destructive manner. The measurement system can detect the recombination process of
charge carriers in the 10 − 300 K range. Due to the high-speed oscilloscope and extensive av-
eraging, it is possible to measure a recombination time domain of 3 orders of magnitude. I was
able to measure the change in recombination dynamics in the cesium lead bromide perovskite
during the recombination process. These dynamics ranged from the order of 100 nanoseconds
in the initial phase of recombination to milliseconds at the end of the decay process. This does
not allow for the measurement of the quick decay process dominated by radiative recombina-
tion at the beginning of recombination which usually falls below the resolution of the presented
setup. This shows that the measurement of transient photoluminescence is a complementary
measurement that sheds light on processes not recorded with this measurement.
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Figure 5.1: Block diagram of the realized measurement system. The device can be operated
with CW and pulsed lasers as well and the signal may be recorded with a lock-in amplifier or
an oscilloscope.

The basic principle of operation for the measurement system is the detection of the change
in reflected microwaves from the probed sample. The probing electromagnetic signal is created
with a microwave source that has stable frequency and amplitude. It is possible to tune the
frequency of the probing electromagnetic signal in a wide range, this way the penetration depth
into the sample of interest can be changed. During the presented measurements the probing
radiation was set to 10 GHz. The output signal of the source is split into two, one part going
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towards a reference arm while the other part is sent to the sample through an isolator.
A Magic tee is located after the isolator with the purpose of canceling the unwanted, DC

reflection coming from the sample in the dark. To do this the signal from the input of the Magic
tee is split in two equal parts and sent towards the sample and reference arm. The reference
arm is equipped with a phase (ϕ) and amplitude (A) shifter that can tune the aforementioned
properties. The reflection coming from the reference arm from the sample is added together and
forwarded toward either an IQ mixer or a crystal detector. By tuning the phase and amplitude of
the signal coming from the reference arm the dark reflection of the sample arm can be canceled
out by the means of interference as detailed in Chapter 3, leaving only the signal representing
the change caused by photoexcitation. This is a useful possibility that prevents the unwanted
saturation of the mixer or crystal detector, as a high enough input signal could potentially even
damage the instruments.

The sample is placed upon a coplanar waveguide that acts simultaneously as the antenna that
emits the probing radiation and receives the reflected radiation. The CPW also doubles as the
cooling pad for the sample. The CPW has a metallic surface that is connected to the cold finger
of a cryostat and the sample as well, this way realizing good thermal contact between the cold
finger and the sample. Due to the good cooling capabilities of the cryostat, the measurement
system realized this way is capable of temperature-dependent measurements in the 10−300 K
range.

There are two possible methods for the measurement of the reflected microwave signal in
the system. One can either use an IQ mixer or a crystal detector. The IQ mixer is based
on the mixing of a reference signal and the signal of interest creating the product of the two
signals. The product of the two signals (in accordance with the trigonometric identity) contains
components with a frequency equal to the sum and difference of the two input frequencies. By
applying a low pass filter only the difference frequency remains, which is close to a DC signal.
The I and Q ports of the IQ mixer are the in and out of phase parts of the signal, these can
be connected to the inputs of the oscilloscope or the lock-in amplifier. The RF and LO inputs
of the mixer are galvanically isolated from the rest of the circuit with DC blocks. This is to
prevent ground looping and is realized with the help of plastic sheets placed between SMA-
WR90 connectors facing each other and connected with plastic screws.

The crystal detector rectifies the probing signal, allowing for the measurement of signal
amplitude while the information locked into the phase of the signal is lost in the process. The
crystal detector used in the measurement system works in the 10 MHz− 18 GHz frequency
range. The signal obtained with the help of a crystal detector can be measured with an oscillo-
scope or - in the case of proper optical excitation - with the help of a lock-in amplifier.

With a high-speed oscilloscope, the dynamics of the decay process can be observed through
a time-resolved measurement. The decay curves can be fitted with one or more exponential
functions. This way the characteristic time of recombination processes is extracted from the
time traces. With the help of a lock-in amplifier, the measured signal level will represent the
steady state equilibrium determined by the recombination time and generation rate, and the
signal level will be proportional to the product of these values. The theoretical background of
the time-resolved and steady-state photoconductivity measurement is presented in the chapter
detailing the Theoretical Background of the presented samples and methods.

The photoexcitation of the sample is done with a laser that can be either pulsed or contin-
uous wave, depending on the type of measurement the user has in mind. The wavelength of
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excitation can be changed easily between 532 nm and 1064 nm but other wavelengths can be
easily incorporated as well.

5.2 The microwave photoconductivity decay measurement of
CsPbBr3 single crystals

The temperature-dependent charge-carrier recombination time measurements were con-
ducted with the previously described instrument. A 532 nm Q-switched pulsed laser with a
pulse width of 10 ns was used for optical excitation with a repetition rate of 200 Hz. For such a
pulsed excitation, an illumination of one Sun corresponds to approximately 500 µJ/cm2.

The measurement of CsPbBr3 single crystals started with the measurement of one small
sample of approximately 2 mm× 2 mm× 2 mm. During the very first temperature-dependent
measurement when I started measuring the material I observed a long recombination time at
cryogenic temperatures. Two such relaxation curves are shown in Figure 5.2.
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Figure 5.2: First observation of the ultralong recombination time of CsPbBr3 at cryogenic con-
ditions. The relaxations were recorded at 18.83 K in the case of subfigure (a), and 300.9 K in
the case of subfigure (b). Note the very different time scales in the two experiments.

The long recombination process present in the CsPbBr3 single crystals was easily observable
at low temperatures but as the temperature was increased, the signal level at which this was
observable decreased. I developed and optimized the CPW-based microwave photoconductivity
decay measurement setup with a low-noise amplifier, an IQ mixer, a balanced bridge, and the
high averaging of the data exactly for such measurements where the huge dynamic range of the
system is utilized, the recombination process is observable over three orders of magnitude.

The µPCD technique is an ideal method for the measurement of the characteristic time of re-
combination processes. Still, it cannot differentiate between the measured processes since it can
only measure the change of charge carrier concentration in the material and this does not carry
any information about the process that changes the carrier concentration. Due to this, transient
photoluminescence is a complementary measurement method. By analyzing the decay curve
obtained from transient photoluminescent measurements one receives the characteristic time
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of radiative recombination. Figure 5.3. shows the transient photoluminescence of a CsPbBr3
single crystal. The measurement was conducted by Hidetsugu Shiozawa at room temperature,
the excitation used during the measurement was 405 nm. The results of the fitting of a dou-
ble exponent are included beside the transient. The luminescent decay time is below 100 ns,
leading to the conclusion that the ultralong recombination time observed with the µPCD tech-
nique originates from non-radiative recombination processes, namely the Auger and/or SRH
recombination process, or the trapping and detrapping of charge carriers.
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Figure 5.3: Transient photoluminescence measurement of the CsPbBr3 single crystal at room
temperature. The measurement was done by Hidetsugu Shiozawa.

5.3 Temperature-dependent microwave reflection in dark
conditions

Given that we observe ultralong (beyond 1 ms) recombination dynamics in the reflected mi-
crowave signals one possibility could be that it arises from a heating effect of a pulses. Herein,
I show my experiments intended to investigate whether this effect could be at play. To rule out
the possibility that the measured signal originates from the change in sample temperature I in-
vestigated the temperature-dependent microwave reflection of the sample without illumination.
The temperature-dependent microwave reflection of the system with and without the sample is
presented in Figure 5.6. The measurement was conducted with the reference arm of the Magic
tee fully closed. The measurements reveal the non-monotonous nature of the reflection as a
function of temperature. Since the signal level connected to the ultralong recombination time
is significantly greater than the change in the dark reflection of the sample, it is deduced that
the change in sample temperature does not cause the observed recombination time. If it was a
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heating effect that would imply that the sample is heated by a few tens of kelvins during each
pulse and quickly cooled down afterward. By comparing the decay curves and the obtained
recombination time values with the microwave reflection in dark one can also conclude, that
the heating of the sample as an explanation for the observed effect would have to be present
at specific temperature ranges and with different heating tendencies. If the long recombina-
tion time came from the heating of the sample, the tendencies of the recombination dynamics
should follow the non-monotonous and nonlinear change of microwave reflection as a function
of temperature, which is clearly not the case herein.
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Figure 5.4: The temperature-dependent microwave reflection of the CPW in the dark is pre-
sented without a sample in subfigure (a), with the CsPbBr3 sample in subfigure (b), and the
difference of these temperature-dependent reflection tendencies in subfigure (c).

According to the presented results placing the sample on the CPW induces an approxi-
mately 10 mV change in the microwave reflection, and the temperature-dependent change of
microwave reflection in the presence of the sample is below 3 mV in the temperature range
of the measurements. By reproducing the same tendencies of charge-carrier recombination
dynamics in different-sized samples and samples cleaved from a bigger crystal I further demon-
strated, that the observed effect is not caused by sample heating, but rather it is caused by the
relaxation process of photoexcited charge carriers.

5.4 Evaluation of the charge-carrier recombination dynam-
ics

I measured the microwave photoconductivity decay curves of CsPbBr3 single crystals in a
wide temperature range between 20 K and room temperature. Examples of the measurements
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are presented in subfigures (a) and (c) of Figure 5.5. At the beginning of the recombination pro-
cess, a quick decay is observable at all temperatures. The characteristic time of this quick decay
process is measured to be below 1 µs. The derivative of the decay curve changes continuously.
One can observe a maximal recombination time value of over 1 ms at cryogenic conditions and
about 100 µs at room temperature. While this ultralong charge carrier recombination process
may be caused by the quality of the measured crystals, I believe this to be rather due to the
outstanding capabilities of the developed system that allows for the observation of the recom-
bination process even at low signal levels. I believe the capabilities of the system allowed the
observation of such a large recombination time orders of magnitude longer than most previous
reports [97, 141, 187]. The room temperature recombination time reported herein is more than
three times longer than the longest recombination time of 33.6 µs found in the literature.
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Figure 5.5: The reflected microwave voltage as a function of time during the relaxation process
at four different temperatures between 20 K and room temperature are presented in subfigures
(a) and (c). The recombination time values as a function of time obtained through the analysis
presented in the text for the same relaxation processes are shown in subfigures (b) and (d). The
inset in subfigure (d) shows the measured single crystal sample.

Since the recombination time changes significantly during the recombination process, the
fitting of the data with a few exponents would not be representative of the decay process. In
principle the evaluation of the reported recombination times is done with the numerical deriva-
tive of the recorded signal. However, due to the noise of the signal, the obtained values would
not be accurate, and the noise level would be relatively high. To solve this problem a fitting
method that starts with the calculation of noise and maximal signal level is used. After these are
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obtained, the signal is segmented into bins. The number of bins is typically between 50 and 200.
The values in a single bin are averaged together, resulting in a single data point per bin. This
method essentially results in the adaptive smoothing of the measurement data for a noiseless
evaluation process. The data points obtained this way are then used to calculate the numerical
derivative of the signal, resulting in the recombination time values. It is possible to use different
binning methods to reach the best signal-to-noise ratio during the evaluation process. The pos-
sibilities include not only the linear distribution of data points along the x-axis but a distribution
along the y-axis that results in fewer points in the quick recombination region where the signal
is not as noisy as at the end of the decay curve where the averaging of more data points leads to
a more reliable evaluation process. Another method would be the logarithmic binning of data
points along one axis, which could increase the averaging at the region of the slow process,
even further increasing the signal-to-noise ratio. The recombination time values obtained with
this process as a function of time are shown in subfigure (b) and (c) of Figure 5.5. The binning
of these measurements with a logarithmic distribution along the y-axis resulted in a 60 ns bin
size in the beginning and a 80 µs bin size at the end of the relaxation.

The method of binning the data points and utilizing a numerical derivative-based calculation
for the evaluation of charge-carrier recombination time during the recombination process was
proposed and implemented by Dávid Krisztián.

5.5 Temperature dependent recombination dynamics in the
CsPbBr3 perovskites

The temperature-dependent charge-carrier recombination dynamics are presented in Figure
5.6. Subfigure (a) shows the recombination time of charge carriers as a function of the detected
signal level. The reflected microwave signal is proportional, under appropriate assumptions,
to the charge carrier density in the material. The recombination process starts with a quick
decay, that lengthens from this point. In the case of low-temperature processes, a plateau is
present after an initial quick recombination. This plateau is above the 1 ms recombination time
value. At higher temperatures, this constant, long recombination process is not observable. To
make sure, that the effect was not a measurement error, I measured multiple samples to see the
recombination dynamics at different temperatures.

The recombination time as a function of the signal level at different temperatures for two
other samples is presented in Figure 5.7. The other two samples were sized 2x2x1 mm and
7x7x3 mm. The recombination dynamics at different temperatures for the two samples show
very similar tendencies as the one presented in 5.6. (a).

The maximal value of the decay process is presented in subfigure (b) of Figure 5.6. This
value indicates the change in conductivity caused by optical excitation as a function of tem-
perature. The curve has a maximal value around 45−55 K and a small change around 220 K.
The presence of the maximal value at low temperatures and the small change around 220 K
reproduced for several runs, multiple samples, and different excitation levels. The material has
no known phase transition in the temperature range of the presented investigation, it is in the
orthorhombic phase below 361 K[94].

The maximal value in the amplitude around 50 K may be caused either by an increase in
photoconductance or photogeneration efficiency. I am aware of no changes to the structure or



5.5. TEMPERATURE DEPENDENT RECOMBINATION DYNAMICS IN THE CSPBBR3
PEROVSKITES 69

 18 K
 48 K
 97 K
 147 K
 196 K 
 246 K
 295 K

0.01 0.1 1 10 100
1E-4

0.01

1

0

40

80

120

0 100 200 300
1E-4

0.01

1

t c
 (m

s)

U (mV)

(a)

U
 (m

V
)

(b)

t c
 (m

s)
T (K)

 Ending
 Beginning 
 tc-CW

(c)

Figure 5.6: Subfigure (a) presents the charge-carrier recombination time as a function of re-
flected microwave signal of a CsPbBr3 single crystal at 7 temperature values between 18 K and
room temperature. The maximal value of the reflected signal is presented in subfigure (b). The
recombination time measured at the beginning and end of the recombination process as well as
the recombination time obtained from the steady state measurement is shown in subfigure (c).
All measurements were conducted at an average irradiance of approximately 399 µJ/cm2.
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Figure 5.7: Charge-carrier recombination time as a function of reflected microwave voltage at
different temperature settings for two CsPbBr3 samples.

electronic properties of the material in the temperature range that could cause such a maximal
value. The recombination time shows no noticeable change around the same temperature, point-
ing to the observation that there are no phase transitions of any kind at the temperature range in
question. The origin of the effect around 220 K is also unknown, nevertheless there are reports
of anomalous behavior in this temperature range in the literature. The thermal emission from
trap levels[64] that is believed to be caused by Pb-Br antisites in the material[95] is around this
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temperature value. Another observation found in the literature is the anomalous behavior of
the dielectric function around 220 K[188]. These reports and the reproducibility of the change
suggest, that there is a yet unknown physical explanation for the effect around 220 K.

The beginning and ending charge-carrier recombination times are presented in subfigure (c)
of Figure 5.6. as well as the recombination time values obtained from a measurement con-
ducted with continuous wave excitation. The beginning and ending recombination times are
obtained by taking the first and last recombination time values from the evaluation process.
The ending recombination time is not evidently the longest recombination time obtained during
the evaluation process as shown by the low-temperature decay dynamics presented in subfig-
ure (a) of Figure 5.6. At the end of the recombination process, one can observe recombination
times around 1 ms from the lowest temperatures up until around 200 K, at which temperature
the recombination time starts to decrease as the temperature increases. The beginning of the
recombination process does not display a change similar to the end of the process, there is a
small fluctuation of the recombination time value around 1 µs. The recombination time at the
beginning of the recombination process is about an order of magnitude higher than the value
measured by the TRPL technique at room temperature.

It should be noted that while the long recombination time process is observable even at
room temperature thanks to the measurement system, the signal level where these recombina-
tion times are present drops significantly from 20 K to room temperature. This means that the
charge carrier concentration at which level these recombination times are observed drops sig-
nificantly. An explanation for this could be the change in the equilibrium occupation of trap
states as a function of temperature. The occupation of shallow traps decreases as the tempera-
ture increases. In Figure 5.8. another measurement run is presented on the same sample with
significantly higher resolution in the temperature sweep and lower averaging of the measured
photoconductivity decay curves. The change in averaging leads to a decrease in signal-to-noise
ratio causing the measured recombination time at the end of the relaxation process to disap-
pear in the noise of the measurement. The change in recombination dynamics is observed in
the same regime, the long recombination component decreases above 200 K, but the slope of
the decrease is different. By the end of the process, the measured recombination time at the
beginning and end of the process is almost the same. This result emphasizes the importance
of sensitivity during the measurement of cesium lead bromides, as the long recombination pro-
cess at high temperatures is only noticeable with the proper dynamic range of the measurement
system and a suitable analysis method.

The photoresponse of semiconductors can be evaluated with the help of continuous wave
excitation as well. In real-life situations the solar cell materials do not generate power with
the help of pulsed excitation but with the continuous wave excitation of the sun. The CW
measurements are presented in subfigure (c) of Figure 5.6. The measurements were conducted
at approximately one Sun irradiance. The steady-state measurement of recombination time re-
quires the calibration of the measurement system, since the steady-state charge carrier density is
the product of generation rate and recombination time in the steady state, ∆nCW = GCW ·τc,CW.
The τc,CW value is related to the effective recombination time at the steady-state charge car-
rier concentration, ∆nCW, and is the proportionality factor between the generation rate and the
carrier concentration. Since the generation rate is unknown without the precise measurement
of temperature-dependent optical absorption and the connection between charge carrier den-
sity and reflected microwave voltage is not calibrated the comparison of the CW and pulsed
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Figure 5.8: Measurement of the maximal value of the decay curve in subfigure (a) and charge-
carrier recombination time at the beginning and end of the recombination process in subfigure
(b) as a function of temperature with a higher resolution in the temperature sweep. The aver-
aging of TRMCD curves was lowered to decrease the time needed for the measurement. The
subpar signal-to-noise ratio leads to higher standard deviation for the τc values and the inability
to measure the end of the recombination process above 200 K.

measurement needs an overlapping value. This is provided by the matching of average power
between CW and pulsed measurements. If the power of the exciting lasers is the same, then the
connection between generation rates, pulse width, and frequency of the pulsed laser is:

Gpulse =
1

tpulse fpulse
·GCW, (5.1)

Since we know the pulse width to be tpulse ≈ 10 ns with a repetition rate of fpulse = 200 Hz
we only need the generation rate during pulsed and CW measurements. As explained in the
Theoretical Background Chapter, the charge carrier concentration following pulsed excitation
is ∆npulse = Gpulsetpulse if the pulse width is significantly shorter than the recombination time
of charge carriers, since then the recombination during excitation is negligible. By substituting
into Equation 5.1, one obtains the connection between charge carrier densities:

∆nCW

∆npulse
= fpulse · τc,CW, (5.2)

If the measurement is conducted in the regime where the connection between the charge
carrier density of the two measurements is linear with the microwave reflection, meaning
Upulse ∝ ∆n is proportional with the same proportionality in the two measurements, then the
following will be true:

UCW

Upulse
= fpulse · τc,CW, (5.3)
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where Upulse is the maximal measured voltage value of the TRMCD measurement and UCW is
the reflected microwave voltage recorded during the steady-state measurement. By simply ex-
pressing the τc,CW value from this equation one can easily compare the effective recombination
time values of the CW measurement with the recombination time of the pulsed measurements.

The steady-state recombination times obtained from this evaluation method fall between the
minimal and maximal recombination times of the TRMCD measurements. τc,CW is over 1 ms
at 20 K, decreases from this value as the temperature is increased to approximately 100 µs, and
starts to decrease slightly at 200 K following the trend of the pulsed measurement. The fact that
the effective recombination time values obtained through the continuous wave measurement fall
between the first and last recombination time values of the pulsed measurements supports the
observations of the pulsed measurement, as the τc,CW values would be vastly different if the
pulsed measurements were the recordings of a measurement artifact.

5.6 Trapping of charge carriers: model, simulation, and the
explanation for ultralong charge-carrier recombination
times

The investigation of recombination dynamics as a function of excitation is a general way of
probing the recombination time of charge carriers as a function of carrier density. The radiative,
Auger, and SRH recombination processes have distinct dependences of charge carrier density
that change between two functions depending on whether the system is in the low or high
injection limit, as presented in the Theoretical Background Chapter. If the material possesses
no significant charge carrier trapping effect caused by shallow traps, the connection between
carrier density and recombination time is the same at all excitation levels. This means, that
the measurement of photoconductivity decay with different excitation values probes different
sections of the same τc(∆n) function.

I conducted the excitation-dependent measurement of charge-carrier recombination dynam-
ics at six different temperatures as presented in Figure 5.9. The results show, that the recom-
bination dynamics do not fall on the same curve for the increasing excitation values but shift
towards higher reflected microwave signals, except for the highest excitations used during the
study. The general tendencies of the τc(U) curves observed during the measurement are ap-
proximately the same at the given temperatures but change from temperature to temperature, as
seen in the previous section in Figure 5.6. The excitation-dependent results support the theory,
that the cause for the observed ultralong charge-carrier recombination time is the capture and
emission of charge carriers in shallow traps.

In Figure 5.9. the curves do not shift to higher charge carrier density values for excitation
above the one Sun illumination. This could be either because of the nonlinearity of the con-
nection between the charge carrier density and the detected microwave voltage, or because of a
saturation effect caused by the filling of trap states. If the effect is caused by the saturation of
trap states an estimation can be made for the trap state density in the sample. If a sample volume
of V = 0.004 cm3 absorbes a pulse energy of ≈ 73.8 µJ and we assume a quantum efficiency
of 100%, the excited charge carrier density is ∆n ≈ 1016 1/cm3. The trap density values found
in the literature [64] are similar to the estimated trap density obtained from this calculation.

To recreate the effect shown in Figure 5.9. I created a simulation that includes shallow
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trap states. By reproducing the experimental results with the simulation of the charge carrier
recombination processes I intend to uncover the mechanisms behind the observed ultralong
recombination time.
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Figure 5.9: Charge-carrier recombination time of the CsPbBr3 single crystal at 6 different tem-
peratures with various excitation levels. The recombination time values are shown as a function
of reflected microwave voltage. An arrow on the graphs corresponding to 20 K and 150 K tem-
peratures shows the increasing fluence of the excitation settings.

The band diagram used during the simulations is presented in Figure 5.10. The model in-
cludes a shallow and a deep trap state. Shallow traps are generally close to either the conduction
or valence band, and can only capture and emit one type of charge carrier. The capture and emis-
sion rate of these states is dependent on the temperature of the system. Deep traps are located
further away from the conduction and valence band. These are the states responsible for the
SRH process. These states can capture and emit both electrons and holes. A detailed descrip-
tion of the SRH process is given in the Theoretical Background Chapter. The annotations on the
bandgap for the processes represent the emission and capture of charge carriers. The emission
is denoted with "E", and capture is represented by "C". The subscript indicates whether a hole
or an electron is captured or emitted, denoted by "h" and "e" in the lower index. After indicating
the carrier type, the process is also noted as "trap" and "SRH". In the following, I present two
simulations, that include one or both of these processes.
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Figure 5.10: Band model of CsPbBr3 with the escape and capture processes noted in the figure.
The band model used here consists of a trap and an SRH state besides the valence and conduc-
tion band.

I simulated the recombination process with different starting excited charge carrier density
values to simulate the excitation dependence of the recombination process presented in Figure
5.9. The first model I used to simulate the recombination process only included one trap state
with density nT, that can capture electrons from the conduction band with a capture rate Ce,trap,
emit them into the conduction band with an emission rate Ee,trap, and it can capture holes with
a capture rate of Ch,trap. This model only contains one recombination channel, the subsequent
capture of an electron, and a hole in the same trap state. The simulated recombination dynamics
of this model as a function of excited charge carrier density for 4 different starting excitation
values is presented in subfigure (a) of Figure 5.11. The process is simulated with the help of a set
of rate equations that are as follows based on the rate equations presented in the literature[189]:

dn
dt

=−Ce,trap (NT −nT)n+Ee,trapnT,

dnT

dt
=+Ce,trap (NT −nT)n−Ee,trapnT −Ch,trapnT p,

dp
dt

=−Ch,trapnT p. (5.4)

It should be noted, that the charge neutrality dictates p = n+nT +nSRH and that the dimen-
sions of the capture and emission rates are different. The presented model ignores the radiative
and Auger recombination processes. The rate equations present the trapping and emission of
electrons, but the model can be easily modified to represent the capture of holes.

The emission and capture rates were fixed for the simulation as Ce,trap = 106, Ch,trap = 103,
and Ee,trap = 0. This means that the emission of electrons does not occur, the electrons are
trapped in the trap state until the capture of a hole from the valence band when the charge car-
riers recombine. During the simulation the recombination times are calculated with the help of
the rate equations, the simulation was done for 4 different initial charge carrier density values, 3
below the trap concentration and one above it. The τc(n) curves that are presented in subfigure
(a) of Figure 5.11. show a shift towards higher concentrations as the initial value increases but
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do not show the constant recombination dynamics as seen in the power-dependent measure-
ments. The trapping of charge carriers causes the shift. Since the capture rate of one charge
carrier is orders of magnitude above the other, for the three curves with initial carrier density be-
low the trap density the electrons are quickly captured during an initial process that is followed
by a process with different slopes where the capture of holes determines the recombination time.
This also means that the initial decrease in free charge carrier density is not mainly caused by
the recombination process but by the capture of electrons. The n(t = 0) = 2 simulation has an
additional region in the recombination process. This is caused by a region in the recombination
process when the trap states are already filled but there are still free electrons and holes. These
results shed light on some of the effects but do not reproduce the constant τc values caused by
the trapping of charge carriers. To reproduce this effect I expanded the simulation with further
processes.
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Figure 5.11: Subfigure (a) shows the recombination dynamics with only one recombination pro-
cess. The process is a trap state that can capture electrons and holes with different capture rates.
The recombination process happens when a trap state captures charge carriers of both types.
(b) shows the carrier recombination time as a function of carrier concentration with a shallow
and a deep-level trap included in the model. It should be noted, that the x-axis represents the
density of free electrons and holes, while the n(t = 0) initial excitation represents the excitation
of electron-hole pairs. This means that n(t = 0) = 1 excites 1 a.u. electrons and 1 a.u. holes that
lead to an initial value of n = 2 in the x-axis.

The second presented model includes two trap states, a deep and a shallow trap. This simu-
lation presents the recombination process, where charge carriers can be trapped inside a shallow
trap and they can be emitted back into their original band. The recombination channel is the
deep level trap that realizes a Shockley-Read-Hall recombination process. The SRH process is
mainly independent of charge carrier density in a wide range, changing between two recombi-
nation time values for the low-level injection and high-level injection limit[132]. The observed
constant recombination time values are reminiscent of this process mainly independent of the
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carrier density. To achieve this, one has to include a second trap state into the rate equations
presented in Equation 5.4, and the rate equations become the one presented in Equation 5.5.

In this simulation the trapping of charge carriers limits the recombination process, as in the
beginning of relaxation the charge carriers may be trapped in the shallow trap and recombined
through the deep trap, but once all charge carriers of one kind are trapped or recombined the
recombination process is limited by the depopulation of charge carriers from the trap states. In
this simulation, the capture of electrons into the shallow trap state is Ce,trap = 106, their emission
from the trap state is Ee,trap = 104, the capture of holes in the trap state is zero, the capture rates
of charge carriers into the SRH state are Ce,SRH = 106 and Ch,SRH = 106, and the emission from
the SRH state is set to zero. I found that the constant τc tendencies only emerge if NSRH ≪ Ntrap,
therefore, the concentration of the shallow trap state is NT = 1, and the concentration of the SRH
or deep level state is NSRH = 0.1.

dn
dt

=−Ce,trap (NT −nT)n+Ee,trapnT +Ee,SRHnSRH −Ce,SRH (NSRH −nSRH)n,

dnT

dt
=+Ce,trap (NT −nT)n−Ee,trapnT,

dnSRH

dt
=+Ce,SRH (NSRH −nSRH)n−Ee,SRHnSRH −Ch,SRHnSRH p+Eh,SRHnSRH,

dp
dt

=+Eh,SRH (NSRH −nSRH)−Ch,SRHnSRH p. (5.5)

The quick saturation and following constant tendencies of the recombination process are
present in the second simulation, presented in subfigure (b) of Figure 5.11. The n(t = 0) ≤ 1
excitation values reproduce the low-temperature tendencies of the recombination process, while
the n(t = 0) = 2 excitation is similar to the decay curves measured at T = 200 K with an
additional region. This additional region in the recombination dynamics is caused by the same
effect as for the simpler simulations. The first region is the simultaneous recombination through
the SRH centers and the trapping of charge carriers, followed by a region where the trap states
are filled, while there are still free charge carriers in both the valence and conduction bands. In
this second region, the recombination of charge carriers through the SRH centers is present as
well as the detrapping of charge carriers from shallow traps. After the free charge carriers in
the conduction band are all trapped or recombined, the process comprises the detrapping and
subsequent recombination of charge carriers through the SRH centers. In the first region, the
trapping of charge carriers and the SRH process are both dominant, in the second process the
SRH process is dominant while in the third region, the recombination process is limited by the
detrapping of charge carriers.

The time-dependent change of free and trapped electrons and holes are shown in Figure
5.12. The simulation shows the trapping of one kind of charge carrier in the shallow traps and
the subsequent slow recombination process through the deep level traps limited by the emission
of charge carriers from the shallow traps. The simulation is made with the n(t = 0) = 0.1
condition.

The presented simulations shed light on the recombination process observed in the material
at cryogenic conditions. After excitation, one kind of charge carrier gets trapped in shallow
traps while the other remains free. The recombination process is limited by the detrapping of
charge carriers. As the temperature changes, the capture and emission rates of the shallow trap
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Figure 5.12: Charge carrier concentration values for electrons and holes in individual charge
states obtained during the simulation.

change, leading to a change in the charge-carrier recombination dynamics. The inclusion of
temperature dependence into the charge carrier recombination simulation is beyond the scope
of the current stage of my research, my only goal was to understand the mechanism behind the
recombination processes at low-temperature values and form a theory based on this about the
power and temperature dependence in recombination dynamics.

5.7 Conclusions

In this chapter, I presented a microwave photoconductivity decay measurement setup ca-
pable of measurements in the 10− 300 K range for the inorganic CsPbBr3 perovskite. The
measurement system is built to measure the huge dynamic range needed for the measurement
of quick and slow recombination processes in the same material. To achieve this, the system is
equipped with a low-noise amplifier, a balanced microwave bridge, and an interferometer-based
cancellation of the DC reflection coming from the sample in the dark. The system is capable of
detection with an IQ mixer and a crystal detector and the measurement could either be done with
a high speed oscilloscope or a lock-in amplifier. The optical excitation can be changed easily
between multiple wavelengths and the option of a CW excitation is also realized. I demon-
strated the outstanding properties of the system and conducted the measurement of CsPbBr3
samples with the help of it.

I investigated the temperature-dependent recombination dynamics of CsPbBr3 single crys-
tals with microwave photoconductivity decay and steady-state photoconductivity measure-
ments. I observed ultralong charge-carrier recombination times at cryogenic conditions. I
ruled out the effect of heating and compared the results with transient photoluminescence mea-
surements. I supported the ultralong recombination time with measurements of steady-state
photoconductivity in the same temperature regime. I investigated the change in recombination
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time during the recombination process and found evidence of charge carrier trapping at low
temperatures. I analyzed the temperature-dependent and power-dependent tendencies of the re-
combination time as a function of reflected microwave voltage with the help of a simulation.
Based on the experimental and simulated results, I observed the trapping of charge carriers in
shallow traps. The ultralong charge-carrier recombination time is caused by the detrapping of
charge carriers limiting the recombination processes.



Chapter 6

Persistent Photoconductivity in Wide
Bandgap Semiconductors

In this chapter, I present the observation of persistent photoconductivity in the amorphous
Indium Gallium Zinc Oxide and α-Ga2O3. The materials under investigation are all thin films.
The measurements were conducted with the help of the PDL-1000 instrument equipped with
an ultraviolet LED for optical excitation. The measurement methods presented herein allow
for the comparison of electrical properties in the materials showing strong persistent photo-
conductivity. These materials are hard to reliably compare and measure due to the strong and
long-lasting photo-response they exhibit. I present a method based on the photoexcitation of
thin films and subsequent observation of the relaxation of material properties that allows for
the simultaneous evaluation of relaxation dynamics and the comparison of samples with highly
excitation-dependent charge carrier mobility, density, and conductivity.

I present the long-term stability and reproducibility of the measurement process of Indium
Gallium Zinc Oxide samples exhibiting the persistent photoconductivity effect. I demonstrate
the measurement of mobility values as a function of charge carrier density extracted from the
measurement sequence. I present the capabilities of the measurement by investigating a sample
series with varying manufacturing parameters reproducing the expected tendencies of mobility
and carrier density based on the literature. I observed the effect of persistent photoconductivity
in a α-Ga2O3 thin film sample and conducted the same sequence of illumination and relaxation
in the dark.

The presented measurement of Indium Gallium Zink Oxide thin films and the observation
of persistent photoconductivity enabled by the PDL-1000 are published in Materials Today:
proceedings. [O4]

The presented measurements on the observation of persistent photoconductivity in α-Ga2O3
thin films and the measurement of charge carrier mobility as a function of carrier density were
demonstrated in the form of a poster at the E-MRS 2023 Fall meeting.

6.1 Observation of persistent photoconductivity
The measurement of materials exhibiting the persistent photoconductivity effect could be

problematic due to the long-lasting change caused by photoexcitation. The persistent photo-
conductivity is a known effect in metal-oxide semiconductors caused by the presence of oxygen
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vacancy sites that may trap positive charge carriers thus limiting the recombination of charge
carriers. If the contacting of the sample for the measurements is not done in the dark and the
material is photoexcited, the persistent photoconductivity may cause long-lasting changes in
material properties. This leads to the problematic comparison of samples. One solution to this
would be to wait for the relaxation of sample properties in the dark, however, this is not a real-
istic solution in the case of some samples, since the relaxation process can take days, in some
cases the change was small but still present after a week in the dark. The solution I found to this
problem is the controlled uniform excitation of multiple samples and the comparison of sample
properties at the same generation rate in the steady state. To this end, I added an appropriate op-
tical illumination to the PDL-1000 Hall measurement system and conducted the measurement
of controlled excitation and relaxation processes.

With this method, the sample properties can be compared and the characteristic time of re-
laxation can be observed as well. Another positive aspect of the measurement process is the
possible parallel observation of the charge carrier density-dependent mobility. During the ex-
citation process, both parameters are recorded, and the change in charge carrier mobility as
a function of carrier density during the excitation and relaxation process can be analyzed. It
should be noted, that the mobility and charge carrier density values obtained during illumina-
tion are the averaged values from the time window of the measurement. This means that the
measurement time of the Hall measurement will be the limiting factor for the resolution of
time-dependent effects.

6.2 Amorphous Indium Gallium Zinc Oxide
When I first started the measurement of a sample series consisting of multiple amorphous

Indium Gallium Zinc Oxide (a-IGZO) samples created with differing thickness, oxygen con-
centration and passivation properties the reproducibility of the measurement was not according
to my expectations. The reason behind this was the persistent photoconductivity[114–116] of
the samples that caused the results to be vastly different depending on the amount of time it took
for the contacting and placement of the sample inside the instrument. This leads to the measure-
ment protocol which consists of a measurement sequence of constant illumination followed by
relaxation in the dark. The emerging steady-state properties after prolonged illumination and
their relaxation dynamics in the dark can be compared.

Subfigure (a) of Figure 6.1. shows the dynamics of the sheet resistance during and after
illumination with a fitting of single exponents. Based on the change in the observed timeframe
it is easily deductable, that a single Hall measurement is not sufficient for the measurement
and comparison of such samples. If we take a random point of a curve similar to the one
presented in subfigure (a) of Figure 6.1. from two different samples the state in which the results
represent will vary significantly. This is of course an illuminated measurement, the difference
would not be so extreme, but the results would nonetheless change between measurements. To
demonstrate this, subfigure (b-d) in Figure 6.1. shows the reproducibility of measurements on
samples from the same sample series. The samples with different symbol colors and shapes
are the different batches, the x-axis of the graphs signifies the three samples in each sample
batch. The difference in carrier concentration and sheet resistance is on the scale of orders of
magnitude. The simple dark measurement is thus not a suitable measurement for the comparison
of different manufacturing processes.
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As can be seen in subfigure (a) of Figure 6.1., the characteristic time of saturation during
excitation is significantly lower than the relaxation time after illumination. This leads to the
conclusion that it is easier, faster, and more relevant to compare the saturated values of samples
under the same excitation conditions than values recorded after relaxation that could take days
to reach in the dark. It also shows that the relaxation time of photoinduced change is a piece
of interesting information, it could be of utmost importance for the time-sensitive operation of
instruments based on a given material.

When a measurement is conducted under illumination for a prolonged time it is important
to monitor whether any damage is done to the thin film. One reason for this is that the repro-
ducibility of the measurement is an important factor, another reason is that if a measurement
runs for multiple days the degradation of a sample may be mistaken to be part of an observed
relaxation process. To this end, I investigated the reproducibility and power dependence of the
signal. Since I did not want to destroy the sample series before the comparison could be accom-
plished due to any unforeseen degradation effects, these repeatability and power dependence
measurements were conducted on an unrelated IGZO sample that was not part of the sample
series.

The power-dependent carrier density, sheet resistance, and mobility values are shown in
Figure 6.2. as a function of time. I illuminated the same sample with different intensities and
observed the saturation of the carrier density, sheet resistance, and mobility. According to the
presented results the saturation occurs between 40% and 60% of the maximal excitation value.

The repeatability of measurements consisting of excitation-relaxation cycles is presented in
Figure 6.3. on the same sample as the measurement shown in Figure 6.2. The three measure-
ments were conducted with the same intensity, 95% of the maximal illumination. The high
excitation value was chosen so all degradation processes are observed and to ensure the satu-
ration of the sample parameters during the excitation process. In the third run, the sample was
illuminated for a shorter time since the saturated levels were already reached. The presented
results show that the achieved maximal mobility value is basically unchanged. This implies that
there was no significant degradation in the quality of the thin film during the three excitation
runs of approximately 1000 minutes of cumulative excitation. The carrier density and sheet
resistance graphs show similar relaxation processes for the three subsequent runs in the dark
after the excitation is done but the values reached during excitation differ from run to run and
there is a small decreasing tendency in these parameters during the excitation process after a
maximal excitation is reached. The change is approximately 10% between subsequent runs.
Based on this decrease in carrier density and increase in sheet resistance there might be a small
change in the sample that does not influence the charge carrier mobility of the thin film sample
but causes a small but noticeable change in the resistance and the excitation of charge carri-
ers. Compared to the orders of magnitude the carrier concentration and sheet resistance values
change this small difference is not substantial but should be noted.

One can also make a figure using the previously acquired data about the charge carrier
density-dependent mobility. Since during the Hall measurement we obtain both information,
it is an easy and quick additional thing to do. The charge carrier mobility as a function of
charge carrier density is shown in Figure 6.4. The data is extracted from the results presented in
Figure 6.3. The tendencies observable in this measurement are according to reports found in the
literature[190], the mobility increases as a function of carrier density. The reason behind this
is that the carrier transport in amorphous IGZO thin films follows the percolation conduction
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Figure 6.1: Dynamics of sheet resistance during and after illumination is presented in subfigure
(a). The time domain before the black vertical division presents illuminated measurements,
this region is followed by the relaxation of sample properties in the dark. The fitted curves are
single exponents. Subfigures (b, c, d) show the variation in measured parameters caused by
the different excitation of the samples between taking them out of the containment and placing
them in the measurement unit.

mechanism over the distribution of potential barriers around the conduction band edge by the
random nature of the amorphous material[190–193].

To test the accuracy of an excited measurement until a saturated value is reached followed by
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Figure 6.2: Illumination-dependent charge carrier concentration, sheet resistance, and mobility
recorded on the same sample simultaneously. The vertical divisions in the figure separated the
illumination levels.
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Figure 6.3: Reproducibility of the measurement observed for several runs. The charge carrier
mobility is shown on the left, carrier concentration in the middle, and sheet resistance on the
right. All presented measurements were recorded as a function of time with the same illumina-
tion before the relaxation process.

a relaxation in the dark, a sample series was measured which contained samples with differing
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Figure 6.4: The mobility of charge carriers recorded in the three runs presented as a function of
charge carrier density.

sample preparation parameters resulting in three observable tendencies. The summary of these
samples is given in Table 6.1. This sample series makes it possible to measure the effect of
thin film thickness, oxygen concentration during the preparation process, and the presence of a
passivation layer on the charge carrier density, mobility, and conductivity of the samples.

Sample ID a b c d e
thickness 40.5 nm 82.4 nm 41.3 nm 42.5 nm 41.6 nm

Oxygen ratio 10% 10% 10% 5% 15%
Insulator layer Yes Yes No Yes Yes

Table 6.1: Sample parameters for the six compared thin films

The change in mobility and charge carrier concentration is presented in Figure 6.5, and the
change in conductivity is presented in Figure 6.6. The summarized results from the evaluation
process are presented in Table 6.2. The mobility, carrier density, and sheet resistance values
are the saturated values, and the saturation and relaxation time are obtained by fitting a single
exponent on the saturation and relaxation of the sample conductivity. It should be noted that the
charge carrier concentration is presented as an absolute value since the evaluation process gives
the concentration for n-type materials as a negative value.

The charge carrier density changes by orders of magnitude in the observed timeframe while
the change in mobility is around a factor of two. It should be noted, that the carrier density
and conductivity values are not saturated during excitation for samples "b" and "d". This poses
no problem in this current comparison since the tendencies of sample manufacturing are well
represented with the non-saturated value of these two samples as well. Nonetheless, care should
be taken to reach saturation during measurements for the proper comparison of samples. This
small error is present because during the measurements only the mobility values were moni-
tored to check the saturation of the measurement, but the conductivity should be the value that
saturates.

The presented results show that for samples "b", "c", and "d" the measurement results have
relatively low noise, while for samples "a" and "e" the noise is more substantial. This is most
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probably caused by the not-perfect contacting of the sample which may lead to a decrease in
the signal-to-noise ratio during the measurement of the Hall voltage. This is less prominent on
the graph presenting the charge carrier concentration than on the graph presenting the charge
carrier mobility due to the logarithmic scale of the former. The feature in the time-dependent
signal of sample "c" could be a temperature-dependent effect. Another reason for an increase in
the noise of the results is the increasing resistivity. In the case of all samples, the measurement
of the mobility and carrier density becomes harder as the time spent in the dark increases.
The inaccuracy caused by the increase in resistance could be compensated at high resistances
by increasing the measurement time, but the measurement conditions were set for the values
during illumination.

Sample µ

(
cm2

Vs

)
RS (Ω/□) Carrier density

(
1

cm3

)
τsat. (minute) τrelax. (minute)

a - reference 5.2 1.7 ·107 1.9 ·1016 152 178.1
b - 2x thickness 4.7 9.8 ·105 1.6 ·1017 428.3 2008.5

c - no SiOx layer 8.9 3.5 ·105 5.1 ·1017 47.3 218.7
d - 0.5x O% 7.2 2.8 ·106 7.3 ·1016 113.9 378.2
e - 1.5x O% 3.4 2.5 ·107 1.8 ·1016 305.5 90.2

Table 6.2: The saturated values of mobility, sheet resistance, carrier density, and the character-
istic time of saturation and relaxation.
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Figure 6.5: Charge carrier density (a) and mobility (b) values as a function of time after excita-
tion for five different sample variations. The vertical yellow line presents the division between
illuminated and dark conditions.

The effect of oxygen concentration during sample preparation can be observed through three
samples with 5, 10, and 15% oxygen concentration beside argon during film growth. According
to the results presented in Figures 6.5. and 6.6., lowering the oxygen content during fabrica-
tion leads to higher charge carrier mobility, carrier density, and conductivity. By changing the
oxygen content from 15 to 5%, the mobility more than doubled and the difference in sheet
resistance was over tenfold. Additionally, the characteristic time of change caused by persis-
tent photoconductivity during excitation was lower, and the relaxation was longer when less
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Figure 6.6: Comparison of the change in conductivity for three different parameters: sample
thickness (a), presence of an insulator layer (b), and oxygen content during sample preparation
(c). All presented graphs include the rise during excitation and relaxation in the dark of con-
ductivity.

oxygen was used during sample creation. The observed change in mobility, carrier density,
and conductivity fall in line with the reported tendencies in the literature regarding the oxygen
content during fabrication [123]. The reason behind this effect is the increased oxygen content
in the thin film if the oxygen concentration is increased during the sample preparation, which
translates to a lower concentration of oxygen vacancy sites [125, 194].

The sample series contained a sample with a thickness of 40.5 nm and another with the
same oxygen content during fabrication that is 82.4 nm thick. According to the measurements
conducted on the samples, the charge carrier concentration in the saturated state is about an
order of magnitude higher, and the sheet resistance is about an order of magnitude lower in the
case of the thicker thin film sample. In the meantime, the measured mobility is only slightly
smaller for the thicker sample. These results indicate that the quality of the thin film is approx-
imately the same since the mobility of the charge carriers would be vastly different if the film
quality was different. This is due to the scattering effect of boundaries in polycrystalline mate-
rials leading to the lowering of the measured charge carrier mobility. The results also indicate
an increase of oxygen vacancy concentration as a result of the increased sample thickness. The
thickness of the thin film influences the electrical properties of the sample differently depending
on the sample preparation procedure[192, 195, 196]. The thickness dependence presented here
falls in line with results found in the literature for some effects. The presented results fall in
line with the bulk oxygen vacancy concentration decreasing with the decreasing thickness of the
thin film[125]. The sample with increased thickness shows the longest saturation and relaxation
time. This could mean that the oxygen vacancies further away from the sample surface release
the captured charge carriers in a significantly larger timescale than the vacancy centers near the
sample surface.

The sample without an insulation layer shows the highest conductivity, mobility, and charge
carrier density in the sample series. The saturation time is also the quickest of all the samples,
with the relaxation time showing a small increase from the reference sample with a SiOx layer.
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The inclusion of a SiOx layer can cause a change in the sample in multiple manners. The
interface between the thin film and the insulation layer may cause changes in the electrical
properties. The process of depositing an insulator layer may damage the sample surface. The
temperature, duration, and number of steps of the annealing process needed after the sputtering
of the atoms of the passivation layer on the thin film also influence the quality of the thin film
[197, 198]. Based on the obtained results and according to the mentioned possible explanations
I believe that the inclusion of the passivation layer caused a degradation of the thin layers
resulting in smaller mobility and conductivity values.

6.3 α-Ga2O3

I investigated the persistent photoconductivity effect in α-Ga2O3 samples. This is a varia-
tion of Gallium Oxide that has a corundum structure. The α variant is metastable and has the
highest bandgap of all the Gallium Oxide variants. The persistent photoconductivity is caused
by the oxygen vacancies in the material. Similarly to the previously investigated IGZO samples,
the oxygen vacancies in the material can trap charge carriers, leading to a prolonged change in
electrical properties.

The measurement was realized with the help of the PDL-1000 system. I used an ultraviolet
wide spectrum LED with a central wavelength of λ = 266 nm for the excitation of the sample.
I conducted measurements of the saturation and relaxation time of sheet resistance and of the
excitation-dependent charge carrier density and mobility.

Figure 6.7. shows the change in the sheet resistance of the sample as a function of excitation.
Subfigure (a) presents the change in sheet resistance as the excitation power is increased and
decreased through multiple runs. The x-axis shows the current applied to the LED, since the
exact excitation reaching the sample is not calibrated. There is a significant difference between
the curves recorded while increasing and decreasing the excitation. At the end of the illuminated
measurement in the dark, the sheet resistance is approximately 20% lower, than at the beginning
of the measurement sequence. Subfigure (b) presents the saturation and relaxation of sheet
resistance under continuous wave excitation. The saturation time is an order of magnitude
lower, only τsat. = 5.5 minutes, the relaxation time is τrelax. = 65.79 minutes. It is important
to note, that the relaxation is only partial by the 2 hours mark observed in the Figure. The
difference between the dark value and the value reached by the 2 hour mark is approximately
10%. This shows, that there is still a longer relaxation happening even after this initial relaxation
process.

The mobility of charge carriers is presented as a function of charge carrier density in Figure
6.8. The measurement was conducted by increasing and then decreasing the optical illumina-
tion. My observations show that the mobility decreases for higher excitation levels which result
in higher charge carrier density values. The decreasing mobility of charge carriers as the carrier
density increases is according to results found in the literature for β Gallium Oxide[111]. How-
ever, in the case of α-Ga2O3 both the decreasing and increasing of charge carrier mobility with
increasing doping density are reported in the literature[199]. The decrease of mobility as a func-
tion of carrier density may be due to the scattering of charge carriers on ionized impurities.[200]
Since the optical excitation of the material may generate ionized impurities this might be the
reason behind this observed effect. However, the transport properties of α Gallium Oxide are
still under investigation and need further study to fully understand.
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Figure 6.8: Mobility of charge carriers as a function of charge carrier density. The measurement
was conducted by increasing and decreasing the optical excitation.

6.4 Conclusions
I created a measurement protocol that can reliably measure and compare samples that exhibit

the persistent photoconductivity effect. The measurement protocol consists of the photoexcita-
tion of the sample followed by relaxation in the dark. The saturated values during excitation and
the saturation and relaxation time can be compared for a sample series when the measurement
conditions are not changed.

I demonstrated the potential of the measurement with the help of reproducibility measure-
ments as well as with the presentation of the mobility of charge carriers as a function of charge
carrier density obtained from an excitation-relaxation cycle. I further demonstrated the mea-
surement protocol by measuring a sample sequence consisting of Indium Gallium Zinc Oxide
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samples with varying thickness, oxygen concentration during manufacturing, and the presence
of a passivation layer. With the help of the sample series, I showed that the results obtained
through the presented method are reliable and that the observed tendencies fall in line with the
information found in the literature regarding the investigated manufacturing changes.

I investigated the persistent photoconductivity effect in an α Gallium Oxide sample. I pre-
sented the effect of saturation and relaxation in a similar manner as for the amorphous Indium
Gallium Zinc Oxide samples and obtained the mobility of charge carriers as a function of charge
carrier density. The µ(∆n) values fall in line with the expectations based on the information
found in the literature.





Chapter 7

Summary and Thesis Points

This thesis focuses on the photoinduced change in the electrical properties of novel semi-
conductors. I present the importance of research focused on perovskites and wide bandgap
semiconductors in Chapter 1. The study of these materials is of outmost importance for the
scientific community and industry alike. Deeper knowledge and understanding of the processes
and properties governing the charge carrier dynamics of these materials is the key for their
widespread application. The development of devices based on novel semiconductors cannot
be realized without research of the materials. My research is focused on the investigation of
photoexcited charge carriers in novel semiconductors and their temperature dependent recom-
bination dynamics.

I present the theoretical background of the investigated materials and the methods used
during the measurement in Chapter 2. First the properties of semiconductors is presented with
detail given to perovskites and wide bandgap materials. Next the charge-carrier generation and
recombination dynamics are detailed in semiconductors. This is followed by the explanation
of the detection of photoexcited charge carriers and the detailed explanation of the microwave
photoconductivity measurement method. The Chapter ends with the presentation of transport
properties of charge carriers in semiconductors.

I present the measurement methods and sample preparation in Chapter 3. I introduce the
cavity-based and coplanar waveguide-based microwave photoconductivity decay measurement
systems. I present the properties of the PDL-1000 Hall effect measurement system used for the
Hall effect and sheet resistance measurements.

Chapters 4 through 6 are a detailed presentation of the results and a discussion of their
explanation. These are summarized in the following Thesis Points:

1. I developed a cavity-based microwave photoconductivity decay measurement setup capa-
ble of measurements in the 4−300 K temperature range. With the assembled instrument,
I investigated the temperature-dependent recombination dynamics of photoexcited charge
carriers in methylammonium lead halide perovskites. I carried out the temperature-
dependent measurements in a range where structural phase transitions were previously
reported in the materials. I conducted multiple measurements during which I found sub-
stantial changes in charge-carrier recombination dynamics and photo response at the or-
thorhombic to tetragonal phase transition while the tetragonal to cubic phase transition
shows no such change. The changes could be identified due to the structural transfor-
mation. I presented ultralong charge-carrier recombination times in the orthorhombic
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phase for all three perovskites with the longest being over 68 µs in the MAPbBr3 single
crystal.[O1]

2. I observed the effect of charge-carrier scattering on grain boundaries in CH3NH3PbBr3
perovskite crystals with varying morphology and quenching state. To do this, I observed
the difference in temperature-dependent charge-carrier dynamics of a slowly cooled
and quickly cooled sample allowed by the realized measurement system, thus creating
quenched and normal phases in the same sample. To further investigate this effect I
compared the temperature-dependent charge carrier dynamics of three CH3NH3PbBr3
crystals created with different sample preparation methods leading to differences in the
sample morphology. The observations demonstrate that grain boundaries caused by either
morphology or quenching lead to a decrease in charge-carrier lifetime due to the increase
in carrier scattering events and the possible increase in recombination centers.[O1]

3. I developed a temperature-dependent microwave photoconductivity decay measurement
system based on a coplanar waveguide capable of fast detection with high sensitivity.
The measurement system is developed to be able to measure the fast and slow recom-
bination processes during a single measurement covering a time domain range of 3 or-
ders of magnitude. I investigated the temperature-dependent recombination dynamics of
photoexcited charge carriers in cesium lead bromide single crystals with the developed
measurement system. I carried out photoconductivity decay measurements in a wide tem-
perature range and observed recombination times over 1 ms at cryogenic conditions. [O2]
[O3]

4. I investigated the power dependence of the charge-carrier recombination dynamics and
made simulations of charge-carrier recombination processes to prove the effect of charge-
carrier trapping and the microwave reflection of the measurement system to rule out heat-
ing effects. I presented results that suggest that the long charge-carrier recombination
time is caused by the trapping of one kind of charge carrier in shallow traps leading to
ultralong recombination times. A simulation was developed to recreate the measured
charge carrier recombination dynamics in a system with a shallow and deep-level trap in
the bandgap. [O2]

5. I developed a measurement sequence for the characterization and comparison of thin
films that possess the persistent photoconductance phenomena. With the measurement
sequence, I compared the change of charge carrier density, mobility, and sheet resistance
during and after excitation with the help of a sample series consisting of five samples.
The samples provided a pool of manufacturing changes that allowed for the observation
of effects related to sample thickness, oxygen concentration during fabrication, and the
passivation of the sample surface. With the help of this measurement, I reliably repro-
duced the tendencies reported in the literature and showed a method that can compare
samples with properties that vary substantially between measurements without the proper
precautions. I conducted these measurements with the help of the PDL-1000 system made
by Semilab. During my PhD studies, I contributed to the development of the hardware
and software of the PDL-1000 system. [O4]
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L. Rossi, P. Bugnon, E. Horváth, A. Sienkiewicz et al., “Light-induced charge transfer
at the CH3NH3PbI3/TiO2 interface—a low-temperature photo-electron paramagnetic reso-
nance assay,” J. Phys. Photonics, vol. 2, no. 1, p. 014007, 2020.

[181] O. E. Semonin, G. A. Elbaz, D. B. Straus, T. D. Hull, D. W. Paley, A. M. van der Zande,
J. C. Hone, I. Kymissis, C. R. Kagan, X. Roy, and J. S. Owen, “Limits of Carrier Diffusion
in n-Type and p-Type CH3NH3PbI3 Perovskite Single Crystals,” J. Phys. Chem. Lett., vol. 7,
no. 17, pp. 3510–3518, 2016.

[182] J. G. Labram, E. E. Perry, N. R. Venkatesan, and M. L. Chabinyc, “Steady-state mi-
crowave conductivity reveals mobility-lifetime product in methylammonium lead iodide,”
Appl. Phys. Lett., vol. 113, no. 15, p. 153902, 2018.

[183] E. M. Hutter, G. E. Eperon, S. D. Stranks, and T. J. Savenije, “Charge Carriers in Planar
and Meso-Structured Organic–Inorganic Perovskites: Mobilities, Lifetimes, and Concen-
trations of Trap States,” J. Phys. Chem. Lett., vol. 6, no. 15, pp. 3082–3090, 2015.

[184] S. Chattopadhyay, R. S. Kokenyesi, M. J. Hong, C. L. Watts, and J. G. Labram, “Re-
solving in-plane and out-of-plane mobility using time resolved microwave conductivity,” J.
Mater. Chem. C, vol. 8, pp. 10 761–10 766, 2020.

[185] E. M. Hutter, M. C. Gélvez-Rueda, A. Osherov, V. Bulović, F. C. Grozema, S. D. Stranks,
and T. J. Savenije, “Direct-indirect character of the bandgap in methylammonium lead io-
dide perovskite,” Nat. Mater., vol. 16, no. 1, pp. 115–120, 2017.

[186] M. J. Hong, S. R. Svadlenak, K. A. Goulas, and J. G. Labram, “Thermal stability of
mobility in methylammonium lead iodide,” J. Phys Mater., vol. 3, no. 1, p. 014003, 2019.

[187] C. C. Stoumpos, C. D. Malliakas, J. A. Peters, Z. Liu, M. Sebastian, J. Im, T. C. Chasapis,
A. C. Wibowo, D. Y. Chung, A. J. Freeman, B. W. Wessels, and M. G. Kanatzidis, “Crys-
tal Growth of the Perovskite Semiconductor CsPbBr3: A New Material for High-Energy
Radiation Detection,” Cryst. Growth Des., vol. 13, no. 7, pp. 2722–2727, 2013.
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