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Chapter 1

Introduction

The concept of utilizing the energy from nuclear reactions arose in the
early 20th century. The first successful demonstrations of releasing nuclear
energy exploited the splitting, or fission of unstable atomic nuclei in the form
of the Chicago pile [1], the first artificial nuclear reactor and the atomic
bomb [2]. The realization of these achievements was made possible by the
existence of the chain reaction when the neutron generated during a fission
reaction can be used to induce a subsequent reaction. This mechanism is
routinely used in present-day nuclear reactors and makes the exploitation of
fission more viable than fusion.

Nuclear fusion is the combination of two, usually light, atomic nuclei. The
reaction can release energy if the reaction product has a smaller mass than the
overall mass of the reactants. This generally happens for light elements. This
has been first utilized in military use by developing the hydrogen bomb [3]
in the 1950s. The development of commercial use of fusion for energy gener-
ation also started at the same time, first with the proposal of so-called pinch
devices, where externally driven currents were used to compress the plasma
to achieve fusion [4]. Two other concepts were also introduced, both of which
are still relevant today. The tokamak was proposed in the USSR [5], while
the stellarator concept was developed in the US [6]. Inertial confinement
fusion followed soon after, first as an idea in the early 1960s [7] and proposed
implementation in 1972 [8]. The development of fusion reactors for commer-
cial utilization is still underway as the absence of the chain reaction makes
the realization of fusion energy challenging compared to fission.

The fusion research of the European Union focuses on the realization of
generating electricity from fusion following the tokamak concept due to its
simplicity over the stellarator design. The demonstration of energy produc-
tion from fusion is developed according to the European Roadmap for Fusion
Energy [9] with short-, medium- and long-term term goals defined. Two ma-
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jor milestones given in the roadmap are the participation in the building
and the exploitation of ITER (International Thermonuclear Experimental
Reactor) [10], planned as the first reactor scale fusion machine and the plan-
ning and building of DEMO [11] as the first demonstration of fusion energy
produced on the grid.

1.1 Nuclear Fusion

Nuclear fusion can happen when two nuclei collide and approach each
other close enough that the attractive strong nuclear force can overcome the
repelling Coulomb force. The length scale for this is around 107! m [12].
The reaction can result in either the release of energy, for some small nuclei,
or requires energy input, in case of large nuclei.

The binding energy per nucleus of the different nuclei is shown in Fig-
ure 1.1. It represents the energy corresponding to the mass deficit of the
nucleus compared to the sum of the mass of its constituent nucleons. In Fig-
ure 1.1 we can see a general trend of increasing binding energy per nucleus
as we go for the heavier elements from hydrogen until the minimum of the
curve located at iron. The combination of these smaller nuclei can result in
nuclei with stronger binding energy as energy is released from the reaction
equivalent to the mass difference between the reactants and the product. We
can see the opposite trend on the heavier nucleus side of the graph. As we go
from iron to the heavier elements, the binding energy decreases, meaning the
nucleus is less tightly bound. Fusion of elements in this region hence requires
the input of energy, while fission releases energy.

Another noteworthy aspect of Figure 1.1 is the more tightly bound nuclei
in the low atomic mass region, such as helium, beryllium, carbon, or oxygen.
These nuclei are outliers from the general trend of the isotopes, meaning that
they are more stable than both their neighbours. Generating any of these
elements through fusion produces more energy than it would for example
producing lithium.

For generation of fusion energy, several reactions have been considered,
each considering light nuclei [14].

°D 43T — *He +n + 17.59 MeV,
’D + 3He — *He + p + 18.35 MeV,

D +2D — 3He + n+ 3.27 MeV,

D+2D = 3T+ p+4.03 MeV

A~~~ A/~
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Figure 1.1: The binding energy of the elements normalized to the atomic mass [13].

The first two reactions are favourable in terms of the released energy, since
the created “He is among the extremely tightly bound nuclei on Figure 1.1.
These reactions however use tritium (*H or T) or helium three (*He or D)
isotopes as fuel. Tritium is a radioactive isotope of hydrogen, with a half-
life of 12.3 yrs, resulting in a limited supply readily available in reserve [15].
3He is also scarcely available on Earth [16], but significant reserves are avail-
able on the Lunar surface, generated by solar wind [17]. Deuterium (*H) is
abundantly available however, from the ocean where the ratio of deuterium
to hydrogen is 1 : 6700 [18]. The deuterium-deuterium reactions are more
favourable in terms of fuel availability but produce less energy. Another often
investigated reaction is the proton-boron fusion [19]

p+ 1B — 3'He + 8.7 MeV, (1.5)

because it produces only alpha particles and has no neutron radiation. This
is a huge advantage over the D-T reaction, but the required plasma temper-
ature is ten times of the temperature for the D-T reaction [20], which makes
practical implementation challenging.

The probability of the various reactions in a medium in thermal equilib-
rium can be described by the rate coefficient, shown in Figure 1.2. We can
see that the maximum probability of the various reactions is located at dif-
ferent temperatures, with reaction (1.1) having the maximum probability at
the lowest temperatures, making it the most viable for controlled fusion. The
temperature in the figure is measured in keV, where 1 eV = 11606 K. The
necessary temperature for fusion reaction to occur is in the order of 10 keV
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or around 107 K.
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Figure 1.2: The rate coefficient of the various reactions viable for fusion energy
production. Note the logarithmic scales [21].

The electron binding energy of the hydrogen isotopes in the proposed
fusion reactions is in the order of 10 eV. The keV temperatures required for
fusion reactions are enough to remove the bound electrons from around the
atomic nuclei, meaning that the fusion fuel will be ionized. The ionized gas
is called a plasma and it has to be contained in an isolated environment to
achieve controlled fusion.

Another issue with reaction (1.1) is the lack of available tritium reserves.
To achieve commercially viable fusion the available tritium reserves are in-
sufficient [22], self-sufficiency in future fusion reactors is mandatory. Tritium
can be generated from lithium atoms using neutrons as [23]

SLi 4+ n(thermal) — *He + *H + 4.78 MeV (1.6)
"Li + n(fast) — *He + *H + n(thermal) — 2.47 MeV. (1.7)
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This is proposed to be used in so-called breeding blankets in future reac-
tors [24, 25] using the neutron from the D-T reaction.

The criteria of a self-sustainable fusion reaction called burning, where
the energy generated from fusion reactions is more than the energy losses is
given by the Lawson criterion [26]. The Lawson criterion requires n.tp >
1.5 x 10%° sm~2 with n. being the electron density and 7. the energy con-
finement time and the ion temperature taken to be around T; = 25 keV as
the most optimal for reaction rates. This expression can be generalized with
the removal of the temperature constraints to give the fusion triple product
ndite > 3 x 1021 skeVm™ to achieve ignition in power plants with ion
temperature around ~ 20 keV [27].

Two separate concepts are being developed for reaching the ignition cri-
terion relying on fundamentally different methods to generate favourable cir-
cumstances for fusion to occur. One is called inertial confinement fusion
(ICF) which relies on achieving fusion by the compression of the D-T fuel
using high energy lasers [8]. The necessary conditions are reached by the
rapid compression and ignition of the fuel pellets [28, 29]. This approach
aims to achieve the Lawson criterion by increasing the density.

The other, more explored concept utilizes the charged nature of the
plasma state of the matter to confine the hot fuel in a magnetic field. This is
referred to as magnetic confinement fusion (MCF). Charged particles expe-
rience the Lorentz force when they have a velocity component perpendicular
to a magnetic field resulting in a helical motion around the magnetic field
lines. MCF devices generate a magnetic geometry where the magnetic field
lines connect inside the machine, hence confining the particles and prevent-
ing the collision of the hot plasma and the wall of the device. The approach
of magnetic confinement aims to maximize the energy confinement time to
reach the Lawson criterion with relatively small densities.

1.2 Magnetic confinement concepts

The two most used magnetic confinement concepts are the tokamak and
the stellarator. Both machines generate magnetic fields in a toroidal ge-
ometry to confine the plasma, but there are some fundamental differences.
A simple toroidal geometry can be achieved by taking a solenoid and con-
necting its two ends. The magnetic field created in such a way will not be
homogeneous, however, as it was in a straight solenoid. The magnetic field
is stronger on the inner side of the torus, due to the increased density of the
magnetic field lines. The gradient and the curvature of the magnetic field
generate an overall drift of the particles which results in an unstable plasma
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Figure 1.3: The schematic view of the tokamak [31].

state [30]. There are two major MCF devices depending on the method of
dealing with this instability: the tokamak and the stellarator.

Tokamak Tokamaks use the technically simpler approach to stabilize the
plasma. The lack of equilibrium in the plasma arises from the vertical charge
separation of particles due to the VB and curvature drifts. The charge
separation induces an electric field which exerts an E x B force on the plasma
pushing it onto the tokamak wall. The simplest method to short-circuit the
induced electric field is the twisting of the magnetic field lines. Connecting
the top and the bottom of the plasma with the field lines enables particles
to travel unhindered by the restrictive Lorentz force, hence eliminating the
charge separation.

A tokamak achieves this, so-called helical magnetic field geometry, by
inducing an additional toroidal current in the plasma, as shown in Figure 1.3.
The plasma current generates a magnetic field around the plasma column,
in the so-called poloidal direction. The toroidal component of the magnetic
field is created by electromagnets, indicated with green in the figure. The
superposition of the toroidal and poloidal field components is the desired
helical field. The degree of twisting is described by the safety factor or ¢. In
leading order it gives the number of toroidal rotations required for a poloidal
turn.

The additional toroidal plasma current is most commonly induced in the
tokamak using the transformer effect, using the plasma as the secondary coil.
Plasmas are excellent conductors as they consist of charged particles. The
resistivity of plasmas can be given by the so-called Spitzer resistivity [32]
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Me mi?e21n A

ns = @Vez ~ 0.51W (1.8)
with m. being the electron mass, n. the electron density, e the elementary
charge, v,; the electron-ion collision frequency, In A the Coulomb logarithm,
€0 the vacuum permittivity and 7, the electron temperature in units of energy.
The most notable feature of the Spitzer resistivity is the T—3/? temperature
dependence causing the plasma to be a better conductor as temperature
increases.

It can be shown that the magnetic induction lines are located on nested
surfaces in the tokamak, called flux surfaces. The formation of the flux surface
structure is caused by the toroidal symmetry and the V - B=0 requirement.
The pressure, and consequetly the density and the temperature are equalized
along these surfaces [33] since the particle transport along the magnetic field
lines is unrestricted. The pressure gradient can be shown to be perpendicular
to the magnetic field lines, Vp L B and to the current density lines Vp L J,
hence both the magnetic lines and the current lines run on nested surfaces.
The transport perpendicular to the flux surfaces is significantly smaller than
the parallel transport.

Stellarator Stellarators use a different approach to generate the magnetic
geometry necessary to confine the fusion plasma. Instead of using the plasma
to externally drive current to generate parts of the magnetic field required
for confinement, stellarators use only external coils. A schematic picture of
a stellarator is shown in Figure 1.4. The required magnetic field is generated
using the toroidal magnetic field coils shown in red and the helical magnetic
field coils in green. The resulting magnetic field is less symmetric compared
to a tokamak.

Present-day stellarators, for example the Wendelstein 7-X [35], use a mod-
ular approach, where the helical and toroidal field coils are combined in effects
to generate the necessary magnetic field. The design of such coils [36] is a
challenging engineering problem and the accurate 3-D modeling of the plasma
is required to ensure different requirements, such as nested flux surfaces, are
met in the final device. The simplicity of the tokamak design compared to
stellarators made them the more favoured MCF device concept in early fusion
research. Stellarators have advantages over tokamaks, however, in other as-
pects, such as the lack of externally driven plasma current makes them more
stable and they can be operated indefinitely in contrast to tokamaks where
the necessity of the driving of plasma current limits operation time in most
scenarios until the current in the central solenoid is driven up to its maxi-
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Figure 1.4: The schematic view of the classical stellarator [34].

mum. The lack of externally driven toroidal current means that significant
runaway electron generation is not present in stellarators.

1.3 Thesis Outline

In this thesis, I introduce the work I have done in runaway electron mod-
eling and integrated modeling focusing on the utilization of kinetic models.
The aim of my PhD was to improve the integrated modeling of runaway elec-
tron dynamics and help the validation of models against experimental results
and other codes. The work is structured as follows.

Chapter 2 gives the theoretical background of runaway electrons. It starts
with the kinetic description of plasmas, with a focus on the collision dynamics
between the plasma constituents. The derivation of a few collision operators
is given and it is shown how the collision dynamics leads to the possibility
of runaway electron generation. In Section 2.2 the various runaway electron
generation methods are introduced and the main scenarios are described
when runaway electron generation is a threat. The chapter ends with the
introduction of runaway electron detection and mitigation methods.

Chapter 3 introduces the different runaway electron models used through-
out this work, with a focus on the unique aspects of each code. I introduce two
simple, so-called fluid models, Runaway Fluid and Runaway Indicator, used
in integrated modeling workflow, the European Transport Simulator (ETS).
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ETS is a simulation tool developed to couple different physical models in a
single workflow to simulate full tokamak discharges. This approach of cou-
pling different codes in a single program is called integrated modeling. The
two different kinetic codes are introduced next, NORSE (NOn-linear Rela-
tivistic Solver for Electrons) is used in integrated modeling, while DREAM
(Disruption and Runaway Electron Analysis Mode) is used for simulating self-
consistent disruption scenarios. Finally, the SOFT (Synchrotron-detecting
Orbit Following Toolkit) runaway electron radiation model is described.

Chapter 4 describes the results obtained with the codes described in Chap-
ter 3. It features the development of a dedicated integrated modeling work-
flow and its use for studying runaway electron dynamics in rapidly varying
parameters in Section 4.1. The development of integrated modeling with
kinetic models is introduced and its use for simulation with experimental
data is demonstrated in Section 4.2. Section 4.3 describes the utilization of
the ETS workflow for disruption simulation with comparison against other
integrated modeling results and experimental results and finally, the mod-
eling of runaway electron radiation in the JT-60SA tokamak is described in
Section 4.4.

Chapter 5 summarizes the results and the thesis statements are listed in
Chapter 6.




Chapter 2

Runaway electron physics

The theoretical background for understanding runaway electron genera-
tion in plasmas is introduced in this chapter. First, the description of par-
ticle collisions in plasmas is derived starting from the introduction of single
Coulomb collisions between charged particles and finishing with the relativis-
tic collision operator describing the collision of relativistic particles with a
Maxwellian background plasma. It is shown how these collision dynamics
leads to the generation of runaway electrons. The derivation of the collision
operators closely follows the derivation in the first three chapters of Colli-
sional transport in magnetized plasmas by P. Helander and D. J. Sigmar [37].
Next, the main runaway electron generation methods are introduced. The
chapter ends with introducing the main cases when runaway electron genera-
tion occurs, the different methods used for detecting them, and the mitigation
methods used for minimizing the impact of these relativistic particles.

2.1 Kinetic plasma theory

The kinetic description of plasmas treats the plasma components statis-
tically through distribution functions in the six-dimensional space for each
plasma species f,, where [37]

fa(r, v, t)d*rd?, (2.1)

expresses the number of particles from species @ in a given volume element
d®rd3v at a given time t. The density of particles in real space can be found
by integrating the distribution function over velocity

na(r,t):/fa(r,v,t)dgv. (2.2)

10
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Plasmas consist of charged particles, as discussed in Section 1.1, hence
the motion of particles is governed by the Lorentz force. The requirement of
conservation of particles in phase space and the equation of motion gives the
so-called Vlasov equation

8fa da afa_
g +V-Vfa+m—a(E+v><B)- 5 =

The first term describes the temporal evolution of the distribution func-
tion, the second term describes convection effects and the third term describes
the change in the distribution due to the macroscopic electric and magnetic
fields in the plasma — effectively the influence of the Lorentz force. As we will
see later, plasma particles are only affected by fields and other particles on
a characteristic length scale called the Debye length. The electric and mag-
netic fields on this length are greatly influenced by other particles, especially
on lengths comparable to the Debye length. These small-scale fluctuations
are the effects of collisions between particles, which are ignored in the Vlasov
equation. The kinetic equation with the effects of collisions included is often
called the Fokker-Planck equation

0f,

a(l a
aJ; +v-Vfa+§Ta(E+v><B)- =L = Culfa), (2.4)

where E and B denote average fields over large length scales and C,(f,)
Fokker-Planck collision operator describes the effects of collisions on the dis-
tribution function f,. Several requirements must be fulfilled by the collision
operator [37]:

0. (2.3)

e Collisions must conserve density and only change the velocity of the
participating particles.

e Momentum and energy conservation must be satisfied.

e The collisions described by C, must drive the distribution functions to-
wards the Maxwellian distribution and must vanish if the two particle
populations are Maxwellians with identical mean velocity and temper-
ature.

2.1.1 Coulomb collisions

To derive a suitable form of the collision operator we have to look at the
collisional processes in plasmas. Plasmas are made up of charged particles,
hence the interaction between the plasma species is dominantly governed by
long-range Coulomb collisions. This is fundamentally different from collisions

11
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Figure 2.1: The Coulomb collision. The Figure is based on Fig 1.1 in [37].

in neutral gases as we know from the kinetic gas theory, where particles
collide as solid bodies with small impact parameters. In plasmas, the long-
range Coulomb force causes mostly small-angle collisions [37]. As seen in
Figure 2.1 the distance between a charged ion with charge e; = Ze can be
written as

r(t) = Vb? + v%2, (2.5)
so the magnitude of the Coulomb force takes the form

€;e B €;e
dregr?(t)  dmeo(b? + v2t2)’

We can calculate the vertical momentum change due to the Coulomb force

(2.6)

as

*° e;e b
Av, = k dt
Me AUy /OO Areg (b2 4 v22)1/2 r(t)

e;e & b
= dt 2.7
Are, /oo (b2 + v2t2)3/2 (2.7)
€;€

- 2meobv

The deflection angle can be calculated from the initial velocity, v = vpe
and the change in the vertical velocity

Av, e;€ b

=~ = = 2.8
“ v 2megmebvz, b’ (2.8)

pEE—— and in the approximation we have used that o ~ tan o
€

Te

for small angles, which is true for large b. The impact parameter can be
estimated by finding the distance between the plasma particles where they
start to ’feel’ each other’s Coulomb field.

The particles in the plasma will respond to the electric field of the other
plasma constituents by slightly getting displaced towards oppositely charged

where b,,;, =

12
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particles and repulsed by the same charges. The electric field of an ion will
be shielded by the surrounding electrons on large distances. This shielding
process is called Debye shielding, and the characteristic length scale on which
the resulting effective field of the ion vanishes is called the Debye length. It

can be given as [32]
EQT
Ap =14\ — 2.9
D ne2 ) ( )

where the temperature is measured in Joules. The Debye length can be
used as the maximum distance where the particles can interact, so it is the
maximum of the impact parameter b. On longer length scales the potential of
the target particle is shielded from the colliding particle. Then, if we consider
the possible impact parameters between the limits b,,,;,, and Ap, we find that
the collisions with large impact parameters dominate, in other words, small
angle collisions are more frequent than large angle collisions [37].

We can define the plasma parameter A as the number of particles inside
a square of sides equal to the Debye length,

Ap

bmin

A=

~ AL > 1, (2.10)

which can be shown to be much larger than unity in fusion plasmas [32].
When this is satisfied, large impact parameter collisions will dominate, and
the deflection angle will be small.

The natural logarithm of the plasma parameter is the Coulomb logarithm,
which will appear in the detailed description of collisions in plasmas. Since
the plasma parameter is required to be much larger than unity for small angle
collisions to be dominant, the Coulomb logarithm is also larger than unity.
In fusion plasmas In A generally has a value between 10 and 20 [32], showing
that small angle collisions indeed dominate in tokamaks and stellarators.

2.1.2 The collision operator

With all this knowledge we can start the derivation of the collision oper-
ator in the Fokker-Planck equation (2.4). This operator is called the Fokker-
Planck collision operator and is valid when small-angle collisions dominate.
Since the velocity of the particles only gradually changes during collisions,
we will see that the result is a diffusion in velocity space [37]. The derivation
of the collision operators closely follows Collisional transport in magnetized
plasmas by P. Helander and D. J. Sigmar [37]. The Einstein summation
convention is used in the following derivation.

13
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Let us consider a 1D plasma species with distribution denoted by f(x,v,t)
and the probability of suffering a collision which changes the velocity of one
particle from v to v + Awv in time At denoted by F(v, Av). We can then
write the distribution function at time t + At as

flv,t+At) = /f(v — Av, t)F(v — Av, Av)dAwv, (2.11)

with suppressed x dependence for simplicity. As we have shown in the pre-
vious sections, collisions dominantly result in small angle deflections, so Aw
will peak around dv = 0 if At is small. Then we can expand f(v— Awv,t) and
F(v—Av,Av) in v — Av

Of (v, t)F (v, Av)
ov

Fo,t+ At) = /(f(v,t)F(v, Av) — Av

(Av)? 0*f (v, 1) F (v, Av)
+5 o )dm. (2.12)
The sum of all probabilities equals 1
/F(v,Av)dAU =1, (2.13)
and we can write the expectation values for Av and Av? as
(Av) = /F(U, Av)AvdAv, (2.14)
((Av)?*) = /F(U,AU)(AU)2dAU. (2.15)
Hence we can write the collision operator as
_8f(’l],t) o f(’U,t—i—At)—f(U,t)_
C(f) ot collisions B Al}eIBO At B
9 ((Av) 0 ({(Av)?)
= —— — (21
8U(At f>+8'02 N (2.16)

The first term in the last part contains the average change of the distribution
function in v while the second term is a diffusive term causing the distribution
to spread out. It has a diffusion coefficient [37]

((Av)?)  (stepsize)?

. 2.17
2At  timestepsize ( )

14
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The three-dimensional generalization gives

C(f)=-V,-j, (2.18)
where V, is the divergence in velocity space and j can be written as
.ab <A’Uk>ab 8 <AUkAUl>ab
= f——(—— 2.19
I At du\ oar J (2.19)

with the diffusion coefficient being replaced by the tensor (AvyAv;)/2At and
with summation over the index [.

The higher order terms have been neglected here as they are smaller by
a factor of 1/In A where In A is in the order of 10 — 20 as mentioned at the
end of the previous section. The first term here describes the drag force
experienced by the particles due to collisions while the second term, as we
have discussed, is a diffusive term spreading the particles in velocity space.
The resultant distribution function tends towards a Maxwellian distribution
function.

Plasmas generally have multiple species which all can collide with every
other species. If we want to describe the effects of all the collisions on a
distribution function we have to sum up the collisions between each species,
in other words, the velocity space flux has to be written as

=5 (2.20)
b

where j* represents the flux of species a due to collisions from all other species
b, including themselves. [37]. The additive property of the flux means that
the effects of collisions with multiple species can be added together in the
collision operator

Ca(fa) = anb(fayfb)7 (221)

where Cyy(fa, fo) represents the collisions of species a with species b.
The expectation value terms in Equation (2.19) can be written with the
help of two tensors,

Avy)® m Oy
Ao — (BT ) pa O 2.22
K At ( * mb) 0"Uk ( )
Av,Av >ab 82%
pob = (BUAWT - Ty 2.23
K 2At av,ﬁvl’ ( )

where the logarithmic factor L% is given as [38]

15
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2
L = ( CaCh ) InA, (2.24)
meae€o
and ¢y, and 1), are the so-called Rosenbluth potentials [39] and are defined as
) == [ LA (2.25)
V) == [ b .
and
— 1 N 33,/
(V) = —o— [ wh(v)d™, (2.26)

where u is the relative velocity of the colliding particles.
The collision operator (2.18) then can be written in the form

Cav(far 1) = 88

Uk

O
!
The first term multiplied by the mass —m,A$ is the average force felt by
particles a when colliding with species b while the second term is a diffusion
term with diffusion tensor of D¢ [37]. The full derivation of the collision
operator of this from can be found in [38].

It is useful to write a different form of the collision operator for the study
of collisional dynamics with a Maxwellian background by using the relation
between the Rosenbluth potentials

[A?n+— D%ﬂﬂ. (2.27)

Vs = @b (2.28)
to give the relation between A% and D as
ma \ 0D
A= — (14— ) —E 2.29
o (1420 ) (2.9

This allows us to write the collision operator directly with the Rosenbluth
potentials

)0 (madeny P OLY gy,

maeco /) Ovi \my Ovg”  OviOvy Ov

Cap(fas fo) = 1HA<

It can be shown that this form of the collision operator fulfills the require-
ments listed at the beginning of this chapter in Section 2.1. With this, we
can move on to investigate the effects of particles colliding with a Maxwellian
background and see how the runaway electron region arises in momentum
space.
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2.1.3 Collisions with a Maxwellian background

Let us start with the form of the collision operator derived last in the
previous section, Equation (2.30). For this case, we take the target particle
population f, to be a Maxwellian at rest and thermal speed vy, = \/2T},/my.
The temperature is measured in Joules throughout Chapter 2. Since the
Maxwellian operator is isotropic the Rosenbluth potentials introduced earlier
can only depend on the magnitude of the velocity and not on its direction [37].
This simplifies the collision operator since

a(pb Vg 4
_— = 2.31
D » “b ( )
and
822/}{, 821} ’ ViU; I ViU;
= = Wity + ——1b; 2.32

where Wy = (v20 — vpy)/v® and the prime denotes derivative of v. This
allows the collision operator (2.30) to be written in the form

0 [mgv ’ / VUL gy 0 fa
ol fio) = L o | 22 g = (Wi + 500 ) 32, (239

v, | my v oy,

where fyo denotes the Maxwellian distribution. We can define the Lorentz
operator for spherical coordinates in velocity space (v, 0, ) as

11 9. ,0f 1 9%f,
£lfa) = 2 [sin&% (sme a0 ) - sin? § 92 } ' (2:34)

It can be shown that the middle term in the collision operator can be written
in terms of the Lorentz operator [37]

0 of, 2
— (w, = —L(f.), 2.35
Ovy, ( M 8vl> v3 (fa) ( )
and by using the formula for divergence on the vector relation
1 O(v3A)
.- [A = — 2.36
Vo (A = 50 (2.36)

the collision operator can be written as

v? Ov my U v Ov

ab ab / "
ot fn) = =25 2(0) + o |o# (Be by, - 22k |
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The three different terms in this equation describe different physical responses
to the collisions suffered by particles a. This can be highlighted by defining
collision frequencies

/
V;zb(v> = Lab<1 T ma) ng(’U)’
2 Lab

VB () = == 5 ui(v), (2.38)

ab — ab l/Jb
= -2L"—

Vi (v) .
where v is the slowing down frequency, v% is the deflection frequency and

uﬁ‘b is the parallel velocity diffusion frequency [37]. The introduction of these
frequencies allows us to write the collision operator in the form

cmmﬂwzﬁam+iﬁkﬂ

Mg,

v2 v

a 1 a afa
v f + 51/“% o )} (2.39)

mg + My
The different collision frequencies describe the rate of various physical pro-
cesses caused by collisions with particle population b:

e Slowing down frequency Describes the rate at which the incoming par-
ticles are slowed down due to collisions.

e Deflection frequency Describes the rate at which the distribution func-
tion f, becomes isotropic. The deflection frequency in the collision
operator multiplies the Lorentz operator which only acts on the an-
gular coordinates of the distribution function. It diffuses the particles
on a sphere with constant v without changing the magnitude of the
velocity.

o Parallel velocity diffusion Describes the diffusion rate of the particles
parallel to their velocity vector.

Note that electrons are dominantly slowed down by collisions with other
electrons, as seen from the collision operator (2.39). The slowing down term
is multiplied by a factor of m,/(m, + m;) which results in a smaller slowing
down term in the case of electron-ion collisions compared to electron-electron
collisions. The physical reasoning for this is the large mass difference between
ions and electrons does not change the magnitude of the velocity of the
incoming electrons only its direction [37].
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Next, we have to calculate the collision frequencies for a Maxwellian dis-
tribution. For this, we use the similarities between the electrostatic potential
and the Rosenbluth potentials. The electrostatic potential ¢ satisfies the
Poisson equation

Vi = -2 (2.40)
€0
with the solution for the potential being
p(r') 3./
O(r)= [ ——————d’r". 2.41
(r) / dreg|r — /| r ( )

Noticing the similarities between this and Equation (2.25) we can see that

1 0 8%

2oy = =— 0?22 ) = . 2.42
Vo= o (#52) = ) (242

We can then integrate this equation for a Maxwellian distribution

ny N
fbo(’U> = 71'3/—2’0;?1)6 tb (243)
to get
/ mpny

= G 2.44
A0 = TG, (2.49)

where x, = v/vy, is the velocity normalized to the thermal velocity of particle
species b and ny, is the number density. G(x) is the so-called Chandrasekhar
function defined as

o) = D=2

2 X
eV’ dy

~ Vo

where ¢ is the error function. The other Rosenbluth potential (2.26) can be
found similarly from (2.28)

(2.45)
()

10 oy,
2 _ £ O [ 200 _
vab - 2 Ov (U v ) Spb(v)7 (246)
which when integrated gives
’ Ty
Yy (v) = —8—F[¢($b) — G(zp)]. (2.47)

19



Olasz Soma PhD Thesis

0.000020 £~
Fo.oooms%

Figure 2.2: The evolution of the electron distribution from Equation (2.39). The
initial distribution is a Mazwellian distribution shifted along the parallel direction,
as shown on the left. The distribution is plotted as a function of the magnitude of
velocity and the pitch. The fastest process is the izotropization of the distribution
function, as seen by the flattened curve along the & axis. The slowing down of the
particle population is next, the peak of the distribution relocated to v = 0. The
diffusion is the slowest process, as seen by the still present peak at the middle of
the v axis.

Substituting these back into the definitions for the various collision frequen-
cies give

ab
Vg (U) = Vap .'172 5
2T, G
(1) = Dy - (1 @) (ZJCb)7
b ma I(l (2 48)
. Gz '
) = 20 ),

A

npezed In A
Vab =

4redm2ud,,
where 7, is the basic collision frequency and z, = v/vp, similarly to x, [37].
The three different collision frequencies affect the distribution function at
different timescales. The fastest process for electrons is the isotropization of
the population through the deflection of the particles. This can be seen in
Figure 2.2. The figure shows the solution of Equation (2.39) I implemented
in Mathematica. The Fokker-Planck equation was solved by expanding the
distribution using Legendre polynomials as they are the eigenfunctions of the
Lorentz operator (2.35). This has the advantage of decoupling the different
collisional processes and enabling the investigation of the different timescales.
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Figure 2.3: The Chandrasekhar function has a mazximum at thermal velocity and
goes to a minimum at relativistic speeds. If an accelerating field is applied to the
population, which is larger than the minimum field E., a region of the wvelocity
space will be a runaway region, above a critical velocity v., where the particles can
accelerate to high energies until relativistic effects intervene. The increase in the
drag force at high velocities represents slowing down from additional effects, such
as synchrotron and Bremsstrahlung radiation.

Figure 2.2 shows an initial Maxwellian distribution function shifted in
the parallel direction on the left, as indicated by the peak at & = 1 where
& = cos 0, the cosine of the angle between the velocity vector and the magnetic
field lines. After ¢ = 30 ms the isotropization of the distribution function
can be seen on the right panel, where the distribution function occupies the
whole ¢ range. The slowing down of the electron population has formed
a peak in the distribution function to v = 0. The diffusion operates on a
longer timescale as can be seen by the bump still present in the velocity v
coordinate.

An interesting property of the Chandrasekhar function, shown in Fig-
ure 2.3 is found if we look at the function behaviour as x — 0 and * — oo.
In the small x limit it increases with the argument as G(z) — 3279“77 while in
the large x limit it is proportional to the inverse of the argument squared
G(z) = 5. The maximum of G(z3) is found at x;, = 1, i.e. at thermal
speeds. It decreases to a minimum at relativistic regions, where relativistic
effects stop the particles from accelerating further.

An electric field which corresponds to the minimum value of the drag
force at the speed of light is the minimum electric field required for runaway
electron generation. A field lower than this so-called critical electric field

E. will not be larger than the drag force anywhere in the velocity space.
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The critical electric field can be calculated as the friction force on electrons
travelling at the speed of light [40]

neeIn A
Ec = T2 5
dmegmec

(2.49)

It was shown in practice often a larger electric field is required for runaway
electron generation as the minimum value for the slowing down is increased
by radiation and the primary runaway generation sources are sensitive to the
temperature, as we will see later. This effective critical field can be three
times as large as the critical field given above [41].

Another notable location on Figure 2.3 is the electric field corresponding
to the maximum value of the drag force, indicated with Ep on the plot.
Theoretically, if the electric field is larger than this Ep called the Dreicer
field, then the whole velocity space becomes a runaway region where all the
particles are accelerated to higher energies. In practice, it was shown that
an electric field much lower than the Dreicer field is enough for this so-called
slide-away [42], where all the electron population slides to a larger velocity.
The Dreicer field can be calculated by equating the field to the maximum of
the drag force

neezIn A

5 -

Ep=—35—3%
dregmevy,

(2.50)

2.1.4 Linearized collision operator

The general collision operator derived previously is bilinear, meaning it
satisfies [37]

Cab(fa + Ga, fb) = Cab(fm fb) + Cab(gm fb)>
Cab(fas fo + 9) = Cav(fa, f5) + Cav(far 90), (2.51)
Cab(cafaa beb) = Cachab<fa7 fb)

for distribution functions fy, fs, ¢4, g and constants c,,c,. These relations
mean that for self-collisions the collision operator is non-linear, as

Caa<2fa) = Caa@faa 2fa) = 4Caa<fa>- (2-52)

For distribution functions close to a Maxwellian,

fa:fMa+fa17 (253)

where f,1 < fua, the collision operator can be linearized for self-collisions
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Caa(fa) = Caa(fMa + faly fMa + fal)
= Caa(fah fMa) + Caa(me fal) = sza(fa%

where the term Cy,(fa1, fa1) was neglected and Coo( fara, fara) = 0 by defini-
tion. C.,(f,) is the linearized collision operator for self-collisions and is valid
for plasmas in near thermal equilibrium. It can be generalized for collisions
between arbitrary species to give

(2.54)

Clo(far £o) = Cap(far, f10) + Can(faos f51), (2.55)

where f.9, fro are Maxwellians for species a and b with the same flow ve-
locity and temperature, to have Cuy(fa0, foo) vanish. The linearized collision
operator is often useful in kinetic models where the collisional dynamics are
calculated for thermal plasmas.

2.1.5 Relativistic collision operator

So far we have neglected the relativistic effects when considering colli-
sions between particles, but runaway electrons cannot be treated without
considering relativity. Runaway electrons can reach several MeV energies in
larger devices, so relativistic treatment is necessary. The derivation of the
non-relativistic collision operator showed the existence of the runaway region
due to the collisional dynamics, and many of the derivation steps will be
used in the following derivation. To derive the relativistic collision operator
we have to consider a very fast particle population a colliding with a much
slower background plasma species b [37].

Let us start by writing the initial momentum and energy of the incoming
particle

P = Pz = VMV
E, = ymac® = \/m2ct + p2c?

where m, is the rest mass and relativistic mass factor is v = /1 — v?/c2.
The target particle has an initial energy

(2.56)

Eb = mbc2. (257)

We can then write the post-collision energies for the two particles as
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E, = \/mgc‘1 + (pz + Apy)2c? + (Ap, )32,
E, = \/mgc‘l + (Apy)?2c® + (Apy )22,

(2.58)

with Ap, and Ap, being the momenta exchanged in the collision in the paral-
lel and perpendicular direction respectively. Let us consider cases where small
momentum exchange occurs, we can then use the approximation /1 4 € =~
1+ €/2 to write

2. Ap, + (Ap )2
B =B, (14 2200 +(Ap) o)
2E; (2.59)
Ap,)? + (Apy)? '
El =FE,(1 (A, 2.
b b( + 2E§ C

It can be shown that the parallel momentum exchange is much smaller in
small-angle collisions than the perpendicular if we consider the energy con-
servation

E —E,+E,—F,=0 (2.60)
and we neglect the parallel term in Ej, we get

E,\ (Apy)®
Eb 2pm

Ap, = — <1 + (2.61)
which is much smaller if Ap, < p,.

The total resulting momentum change of particle a due to collisions with
species b can be given as

(Apg)® _ (14 E, m3?3
At Eb PzVUTap (2 62)
((Ap )™ [ eqe 2 /AD n2mvdb  2mic? '
At — \2megu b D vty

where n,v27bdb is the number of collisions in unit time with impact parameter
between b and b + db and 7,;, being the collision time at the speed of light

2,23
. dregmie

Tab =

(2.63)

npe2erln A
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Next, we have to transform the expectation values from a coordinate
system aligned with the initial velocity to an arbitrary frame of reference,
which results in

(Apg)™ ( &)wmmﬂ%
— = \1t+t= )=
At Eb Tab P (2 64)
(Apelp)™ Y(mae)
At L
with the introduction of the tensor
25 _
Py = p klpg PrPi (2.65)

and using that p = ym,v. With this, we can write down the relativistic
collision operator (2.18)

Cou(f) = (mac)® 0 [(1+Ea)wkfa+ 9 <7Pklfa>:|

v Opi ) p op\ 2 (2.66)
_ (mgc)® 0 (@VQPkfa +ﬂ3(7fa)) '
7A'ab 8pk my p3 2 apl

where we have used that 0Py /0p, = —2pi./p>.
Lastly, we can write the last term in the second line of the last equation
in terms of the Lorentz operator similarly to (2.35) to get

Cab(fa) -
where v = /1 + p?/m2c2.

The first term in this collision operator corresponds to the slowing down
of the fast particles due to collisions. The ratio of the masses of the colliding
particles again appears in this term, meaning that fast electrons mainly slow
down due to collisions with other electrons, as seen for the non-relativistic
case. In the non-relativistic limit v = 1 and p = mgyv this term tends to
our earlier results, but the relativistic friction force does not approach zero
as did the Chandrasekhar function in the previous case. The second term
corresponds to the angle scattering of the fast electrons through the Lorentz
operator. This term also reproduces the non-relativistic case on low particle
energies, while in the ultra-relativistic limit, it disappears. Physically this
can be explained by the increased inertia of the incident particle due to the
relativistic mass effect, resulting in larger force required to deflect the fast
particles [37].

““@{m“EW%o+%aﬁﬁ (2.67)

%ab mpp 2 ap
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2.2 Runaway generation methods

Runaway electrons can be produced in various ways. We can characterize
these methods into two different categories:

e Primary generation Primary generation methods are independent of
the runaway electron population

e Secondary generation Secondary generation requires previously gener-
ated runaway electrons to be present.

We can distinguish four different primary generation methods, separated
into non-nuclear and nuclear sources and a single secondary generation method.

2.2.1 Primary generation
Dreicer generation

The Dreicer generation was first described by H. Dreicer in 1959 [43]
and 1960 in subsequent papers [44]. The Dreicer generation physically can
be understood in the following way: when an electric field is applied to an
electron population in a plasma it creates a region in velocity space where
the collisional drag force cannot overcome the acceleration from the said
electric field, given that it is larger than the critical electric field (2.49), see
Figure 2.3. The part of the electron distribution function, which is located
in the so-called runaway electron region is constantly accelerated resulting
in a depletion of particles in velocity space at the boundary defined by the
critical velocity v.. This depletion is balanced by a diffusion into the runaway
region, providing a steady generation of runaway electrons.

The Dreicer generation rate can be given by the formula derived in [40]

Cn, [ B\ 3/160+Zesn)h o 1+ 2.,
T == (E—D) exp{—)\ﬁ— 77—( Eff) D], (2.68)

where 7., is the runaway electron collision time (2.63), Z.sr = > . n;Z;/n. is
the effective charge of the plasma, C' is a factor in the order of unity and the
different factors appearing are
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1 1 [E E E Zopp — T
h= = —+2(= -2 — Zel] :
3L —1|E. E, E—E, Zg;+1

E? E E
)\:8—{1——0— 1 } (2.69)

B2 2F - F

1 E? ™ (| 2E. 2
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TS 1E(E-E)|2 E

The Dreicer generation rate (2.68) is valid in steady-state plasmas where
the different plasma parameters, such as density n., temperature 7" and elec-
tric field E are changing slowly. This is useful in so-called fluid modelling
where the kinetic equation is not solved to calculate the electron distribution
function, only "fluid-like” plasma parameters, such as n, T, and current den-
sity j are used to calculate the runaway electron generation rate. Note that
the Dreicer generation is strongly dependent on the electron temperature
through the Dreicer field Ep in the exponential factor.

It also misses several important aspects which can change the genera-
tion rate significantly. The Coulomb logarithm was taken to be constant
when (2.68) was derived, but it was later shown that an energy dependent
Coulomb logarithm has to be introduced when considering relativistic parti-
cles colliding with a thermal population at low temperatures [45, 46]. The
presence of high-Z impurities can also change the generation rate by orders
of magnitude due to the effect of partial screening. Partial screening is the
phenomenon where partially ionized ions are present in the plasma and the
bound electron layers shield the charge of the ion. Collisions heavily depend
on the charge of participating particles and, since energetic electrons can pen-
etrate the bound electron layers to some extent, it was shown that the extent
of the penetration can significantly impact runaway electron dynamics [46]

To address these effects a neural network was trained on kinetic simula-
tions to provide a more robust tool for fluid like Dreicer generation calcula-
tions [47]. The neural network has been shown to produce accurate results
when high-7Z impurities are present in the plasma and is routinely used in
one of the simulation tools I used during my PhD studies.

Hot-tail generation

Hot-tail generation is an intrinsically transient process. It can occur in
tokamaks when the plasma rapidly cools due to some instability. As I have
shown in Equation (2.48) the collision frequency for particles faster than the
thermal speed is smaller than that of the thermal population. In a scenario
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where the plasma experiences rapid cooling the high energy population of
the electron distribution function will take longer to thermalize to the new
temperature since thermalization occurs through collisions. As we saw in
Section 1.2, plasma resistance increases as temperature drops causing current
decay, and the changing current generates changing magnetic flux, which
induces electric field through Fraday’s law. The electric field is often large
enough that a runaway electron region will be defined in velocity space which
can overlap with the high energy tail of the pre-cooling Maxwellian. This
will result in a large portion of the electron population finding itself running
away [48, 38, 49].

Hot-tail generation is expected to be the dominant seed generation mech-
anism in future devices like ITER [50, 51] in so-called disruption scenarios,
where the plasma rapidly cools due to radiation or instabilities, as described
above. An analytical formula for hot-tail generation has been derived by H.
Smith and E Verwichte [50], but it generally underestimates the runaway
electron population from the hot-tail source. Due to the transient nature of
this generation, it is usually calculated kinetically in simulations, by solving
the Fokker-Planck equation (2.4).

Compton scattering

Compton scattering and tritium decay sources are considered nuclear
sources of runaway electron generation. In currently operating devices the
plasma is generated from deuterium without the addition of tritium - one
machine capable of deuterium-tritium plasmas was JET [52] - and in such
experiments the nuclear runaway electron generation is not present. When
tritium is added to the plasma, however, high energy neutrons are generated
from the fusion reaction (1.1) which can activate the plasma-facing compo-
nents of the tokamak. These components generate high energy v rays which
can give electrons enough energy through Compton scattering to push them
into the runaway region. The neutrons can also produce high energy photons,
with energies in the MeV range, with a two step process, where the neutron
is captured by the atomic nuclei, producing an excited state, which generates
a photon when de-excited [53].

The runaway electron generation rate from Compton scattering can be
calculated as [51]

dn,
dt

—n. [TL(E)o(E,)dE, (2.70)
Compton

where F. is the photon energy, I', is the gamma energy flux spectrum and
o is the Compton cross-section.

28



Olasz Soma PhD Thesis

Tritium decay

Adding tritium to the plasma provides another runaway electron gener-
ation method besides Compton scattering of v photons from the activated
wall. Tritium decay occurs with a half-life of ¢, 5, = 12.32 years according to
the reaction

*H—?He+e™ + 7, (2.71)

producing an 3He particle, and electron and an electron antineutrino and
18.6 keV energy released. The electron energy gained in the process can
be sufficient to generate a runaway electron immediately. Since the electron
energy is small, this process requires large electric field compared to other
generation methods, but it can be occur in disruptions in large tokamaks.

The main problem with the nuclear sources is that they are independent
of the plasma parameters and they cannot be suppressed and mitigated as
the Dreicer and hot-tail sources. As we will see, the main source of runaway
electrons is the avalanche generation, but it requires a runaway electron seed
to be present from a primary source. In future reactors, where deuterium-
tritium plasmas will be generated, runaway electron suppression might be
impossible.

2.2.2 Secondary generation

Runaway electron generation in larger, high current tokamaks poses ex-
treme risk because of the the avalanche generation. This can exponentially
grow the runaway electron population and is heavily dependent on the toka-
mak current [54].

Avalanche generation is when runaway electrons already collide with the
thermal population and provide enough energy to the slower electrons to push
them into the runaway region. Hence the avalanche generation is proportional
to the runaway electron population. The generation rate can be given as

1 on, 1 E
'yo=— = 2.72
47, ot Q%eelnA<Ec—1)’ (2.72)

where n, is the runaway electron density and 7., is the collision time with
the speed of light, (2.63), for electron-electron collisions.

The collisions resulting in the avalanching of the runaway electron pop-
ulations cannot be described by the Fokker-Planck operator (2.4). During
the derivation of the collision operator, we have used the fact that most col-
lisions result in small angle deflections in velocity space, in other words, the
velocities of the participating particles do not change significantly. This is
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not true for the secondary generation method as it can be seen from the
physical description above. Kinetic description of the avalanche generation
hence requires the consideration of large angle collisions [48, 55].

2.3 Runaway generation scenarios

Runaway electrons are typically generated in tokamaks when normal op-
eration is disrupted. In steady tokamak discharges usually negligible runaway
electron population is present [56], unless dedicated low-density discharges
are carried out to study runaway electrons [57, 58]. There are two distinct
phases in tokamak operation when runaway electron generation is a risk: at
tokamak start-up and at the termination of the discharge.

The formation of a tokamak plasma requires sufficient ionization of the
hydrogen and the ramp-up of the plasma current to form the necessary mag-
netic geometry. This is achieved in different phases generally called tokamak
start-up. First, the plasma breakdown starts the ionization by inducing an
electron avalanche through an applied electric field [59]. In this phase, the
plasma has low ionization so the magnetic surfaces are not formed, and trans-
port losses are dominant. The next phase is the burn-through phase where
the transport and radiation losses are balanced by excessive heating, both
auxiliary and ohmic heating, to continue the full ionization of the plasma.
The plasma current ramp up is next, and it can be effectively achieved by
applying an electric field. The magnetic surfaces are formed as the plasma
current is increased, hence the transport losses are diminished [60].

The start-up of a tokamak has a few characteristics which are favourable
for runaway electron generation, such as low density and potentially high
electric fields. The friction force experienced by electrons (2.48) and con-
sequently the critical field (2.49) is proportional to the density, hence low
density enables easier runaway electron generation. The low plasma density
can mostly be experienced in the burn-through phase, when the full ioniza-
tion is not yet achieved. If a runaway electron seed is generated, and not lost
during this phase, it can easily be multiplied when the current ramp up is
initiated.

The dominant generation forms during the tokamak start-up are the Dre-
icer generation and the avalanche generation. Hot-tail generation is negligible
since no rapid cooling is happening. Dreicer generation is sensitive to tem-
perature, but it can provide a sufficient seed for large avalanche generation
due to the strong applied electric field in the ramp up phase. Given these cir-
cumstances, without a proper understanding of the tokamak start-up process
generating runaway electron dominated discharges was a risk in early devices.
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The simulation of start-up runaway electron generation has gotten more fo-
cus recently, as it was shown that in future large-scale tokamaks, the process
of creating the plasma can differ significantly from current devices [61, 62].

The other typical runaway electron generation regime in tokamak op-
eration can occur at the end of the plasma. If, due to some instabilities,
the confinement and the flux surface structure breaks and the plasma loses
its energy rapidly, the environment can easily turn favourable for runaway
processes. This sudden termination of a tokamak plasma is referred to as
disruption.

Disruptions occur when the plasma temperature drops on a millisecond
timescale. The drop in temperature results in increased plasma resistance
(see Equation (1.8)) and decreasing plasma current. The electric field in-
duced by the drop in plasma current can be sufficiently large to generate
runaway electrons, in unmitigated disruptions a significant portion of the
original plasma current can transform into runaway electron current [63].
This runaway beam can cause serious damage to the plasma-facing compo-
nents even penetrate the tokamak wall and puncture the cooling pipes inside
the first wall [64, 65]. The lack of net toroidal plasma current in a stellarator-
type device means that runaway electron generation is not a problem during
stellarator operation.

The major cause for disruptions is the increase of impurities in the plasma,
which radiate significantly through line radiation if not fully ionized. Impuri-
ties can enter the confined region due to various reasons: intentional injection
of large amounts of impurities (for dedicated disruption experiments [66]),
loss of plasma control or various instabilities which result in the plasma touch-
ing the tokamak wall [67].

A disruption typically happens on a millisecond timescale and consists of
three phases: a thermal quench, a current quench and a runaway plateau.
The evolution of the temperature and various currents is shown in Figure 2.4
for a typical disruption. The first phase, shaded red on the plot is the thermal
quench where the plasma temperature drops from several keV to a few eV
in a few milliseconds. During the thermal quench typically a spike can be
observed in the plasma current before it starts decaying. This increase is
caused by the flattening of the current density profile due to the breakup of
the magnetic surfaces during the disruption [68]. After the thermal quench
and the current spike the current starts decaying in the so-called current
quench phase. In this phase the plasma is already at temperatures in the eV
range hence its conductivity is low. The drop in current induces a changing
magnetic flux, which induces an electric field generating runaway electrons,
as indicated by the green runaway electron current on the graph. By the
end of the current quench the plasma current is entirely driven by runaway
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Figure 2.4: The schematic evolution of a disruption in a tokamak. The three phases
of the disruption and the initial normal operation regime are shaded in colors. The
timescale of the disruption is in the order of milliseconds. The electron temperature

T¢ is shown in red, the plasma current I, is in black and the runaway electron
current I.. is in green.

electrons, which decay on a timescale of a few 10 — 100 ms. This decay is the
so-called runaway plateau since it is much slower than the previous phases
in the disruption, but it can have a fast final termination phase.

The dominant runaway electron generation methods during disruptions
are hot-tail generation and avalanche generation. The nuclear sources can
provide runaway electron seed for avalanche generation in case hot-tail and
Dreicer generation are suppressed.

The confinement of the generated runaway electron beam depends on the
magnetic field structure. In the thermal quench phase, when the magnetic
field is stochastic and the field lines break, the losses can be significant.
By the end of the thermal quench phase the magnetic surfaces can reform,
increasing the confinement of the runaway electrons [69]. The controlled
deconfinement of the runaway electron population is often key to avoid any
damage to the device walls [66].

Disruptions can pose other risks to the device besides runaway electrons.
The rapid cooling of the plasma is caused by intense radiation. The unmiti-
gated deposition of the thermal energy of the plasma can lead to the melting
of the plasma facing components in large tokamaks like ITER [70, 71] while
stress in the structures of the vacuum vessel by electromagnetic forces also
arise [72].
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2.4 Runaway electron detection

Runaway electrons are generally detected in experiments by observing the
emitted radiation [73, 74]. Runaway electrons can emit radiation through
various processes: Bremsstrahlung and synchrotron radiation.

Bremsstrahlung radiation occurs when charged particles decelerate due to
collisions with other plasma species or the first wall of the tokamak [75, 76].
It generally produces radiation in the hard X-ray range (HXR) and in the
case of relativistic particles, it is highly anisotropic and is mainly directed
along the velocity vector of the runaway electrons. The radiation can be used
to gain information on the electron energy distribution function [75, 76].

Synchrotron radiation is produced by charged relativistic particles when
moving in magnetic fields. A charged particle in a magnetic field moves in
a gyromotion around the field line due to the Lorentz force if they have a
velocity component perpendicular to the magnetic field. The acceleration
from the circular motion generates radiation, which is called cyclotron ra-
diation in general and synchrotron radiation for relativistic particles. It is
highly anisotropic, as was Bremsstrahlung radiation in the relativistic case.
Synchrotron radiation is also used to gain information on the electron dis-
tribution function since the anisotropy of the radiation can be used to get
information on the pitch angle distribution of the electrons [77, 78, 79]. Pitch
angle can be understood as the measure of how parallel the particle is trav-
elling compared to the magnetic field, it is the angle between the velocity
of the particle and the magnetic field line. The intensity of the synchrotron
radiation strongly depends on the particle energy and its pitch angle.

The energy of a slightly relativsitic, supra-thermal electron distribution
can be measured using the vertical electron cyclotron emission (ECE) di-
agnostic [80]. This measures the non-thermal electron cyclotron radiation
through a vertical line of sight, and the electron energy can be calculated
from the cyclotron frequency.

Alternative measurements of runaway electrons in tokamaks utilize the
interaction of the plasma-facing components or probes with the runaway
electron beam. When the highly energetic electrons are unconfined from the
plasma volume, for example, due to the break-up of the magnetic surfaces,
the collisions with the tokamak wall can produce high energy photons and
neutrons through photonuclear reactions. These can be detected by neutron
monitoring systems during disruptions when the neutrons produced by fusion
reactions are not dominant [81].

Probes inserted into the plasma edge at various locations are also con-
sidered as a method to gain information on the runaway electron popula-
tion. One design is the so-called Cherenkov-type probes, which enables the
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characterization of the energy distribution of the runaway electrons by em-
ploying multiple channels with minimum electron energy required for detec-
tion [82, 83].

2.5 Runaway electron mitigation

Runaway electrons pose the most threat when they are produced dur-
ing the uncontrolled termination of tokamak plasmas. The minimization of
the potential risk from disruptions is secured by several steps: disruption
prediction, disruption avoidance and disruption mitigation [84].

Disruption prediction aims to forecast the occurrence of a disruption us-
ing adaptive learning techniques in real time [85, 86]. Once a disruption has
been predicted, it can potentially be avoided by stabilizing the magnetic in-
stabilities hence preventing the loss of thermal energy [87, 88]. If disruptions
cannot be avoided, the mitigation of potential damage to the plasma-facing
components is essential. The study of runaway electrons is relevant in the
latter case, with two different approaches: runaway electron prevention and
runaway electron mitigation. Since relying on complete avoidance of disrup-
tions is unlikely, a mitigation method for disruptions is necessary.

The prevention of runaway electrons generally relies on the prevention
of the formation of the runaway electron seed necessary for the avalanche
method, since this is responsible for the creation of the majority of the
runaway electron beam in large-current devices. The primary generation
methods can be minimized by increasing the collisionality of the plasma by
injection of material. For this purpose injection of noble gases, mainly argon
and neon was considered in the form of Massive Gas Injection (MGI) [51, 89].
The idea of an MGI is to inject high Z impurities into the plasma in case
of a disruption to increase the drag force on electrons and suppress runaway
electron generation. It was shown however that gas injection of impurities
was too slow and did not penetrate the plasma sufficiently in ITER [90].
Shattered pellet injection (SPI), where the injected material is frozen into
solid pellets, and shatters before entering the plasma has been proved to suc-
cessfully mitigate disruptions [91] and simulations have shown that SPI can
successfully minimize runaway electron generation for ITER [92].

The presence of high Z impurities however causes a significant increase in
the avalanche generation [93]. The physical reasoning is the following: the
injected impurities are only partially ionized in the post-disruption plasma
temperature, so only some of the electrons of the injected material will con-
tribute to the increase in the friction force. In the avalanching process, on the
other hand, the bound electrons are also participating. The increased friction
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cannot overcome the increase in target electrons for the avalanche generation
and the resulting gain can be as large as tens of orders of magnitude [93].

The solution proposed was to inject SPI in two stages [92]. The first
injection consists of deuterium with the purpose of diluting the plasma, so
it can cool down without dissipating its thermal energy. This can effectively
prevent hot-tail generation. The second injection is performed using noble
gases, argon or neon to dissipate the thermal energy of the plasma isotrop-
ically to prevent damage to the first wall. The proposed two-stage pellet
injector has been accepted for ITER for disruption mitigating purposes and
has been tested in labortatory environment [94].

It is to be noted that in the presence of nuclear sources, see Sections 2.2.1
and 2.2.1, it is impossible to avoid runaway electron generation completely, as
the avalanche process will always have the necessary seed through Compton
scattering and tritium decay to generate significant runaway electron current.
Hence the mitigation of the damage from runaway electrons is crucial.

One method proposed for this is the so-called resonant magnetic per-
turbation (RMP). During disruptions, another way of reducing the runaway
electron risk is by enhancing the losses of particles. RMP achieves this by
generating magnetic fields which disrupt the magnetic field structure of the
tokamak and hence enhance the radial transport of particles. This method
was studied experimentally on JT-60U [95] and TEXTOR [96] and allows for
the depletion of the runaway electron population before the particles gain ex-
treme energies from the electric field, but requires full stochastization of the
plasma to avoid the formation of the runaway electron beam in the plasma
centre.

Another approach considers the depletion of the formed runaway electron
beam in a controlled manner. This is referred to as benign termination [66,
97]. This concept uses two phenomena to eliminate the runaway electron
population: first, a low-Z material - usually deuterium - is injected into the
plasma, which leads to an increase in the neutral pressure and recombines
the low temperature plasma, called companion plasma, in which the runaway
electron beam resides. Next, an MHD instability is triggered by lowering the
edge safety factor. This instability expels the runaway electrons. The current
carried by the runaway beam will be taken over by the Ohmic current in the
cold companion plasma, resulting in high radiated power, and lower heat-
loads on the plasma facing components [97].

The final defence planned on the DEMO reactor to mitigate runaway
electron damage is the employment of so-called sacrificial limiters [98, 99].
These wall elements are planned to provide targets to the colliding runaway
electron beam before the valuable first wall, hence preventing the energetic
electron population from reaching the plasma-facing components.
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Chapter 3

Modeling infrastructure

In this chapter, I will introduce the models I have used to simulate run-
away electron generation. Two types of codes are used in runaway electron
modeling: kinetic codes and so-called fluid codes. The kinetic codes solve the
kinetic equation (2.4) with different collision operators for C, to obtain the
electron distribution function. They are typically computationally expensive,
but more accurate than fluid models. Fluid models use basic plasma param-
eters such as density n, temperature 7', current density j and electric field
E to calculate runaway electron generation with steady-state generation for-
mulas like (2.68) and (2.72). Fluid codes are computationally less expensive
than kinetic codes, but generally less accurate.

3.1 Modeling tools

I have used several different models with various levels of complexity
to study runaway electron generation. Runaway Fluid and Runaway In-
dicator [100] are the simplest codes and were developed at the Budapest
University of Technology and Economics. They are part of a larger work-
flow called European Transport Simulator (ETS) which was developed in the
European Integrated Modeling (EU-IM) framework [101]. They were used
in integrated modeling efforts to study runaway electron dynamics. The
NORSE [42], DREAM [102, 103] and SOFT [104, 105] are models developed
at the Chalmers University of Technology. I used NORSE in the integrated
modeling framework [100], used DREAM for self-consistent disruption sim-
ulations and SOFT for modeling the radiation from runaway electrons in
disruptions. In the following, I will describe each code in more detail.
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distributions

Message Composer

Figure 3.1: The IMAS version of the Runaway Fluid code in Kepler.

3.1.1 Integrated modeling

Integrated modeling is a concept of coupling different physical models
into a complex simulation to achieve a more realistic description of physics.
The coupling of codes is done in so-called graphical workflows, such as the
European Transport Simulator (ETS). The communication between different
codes is enabled by the introduction of a standardized data structure, which
all codes use to get input from and write output to.

The standardized data structure in the European Integrated Modeling
(EU-IM) framework is called Consistent Physical Objects (CPO) [106]. The
different physical quantities in this data structure have specific locations in
a tree structure. The communication of the codes and the CPO structure is
also standardized, making the integration of codes into the framework simple.
An upgraded version of the EU-IM framework based on the same concept is
the ITER Integrated Modeling and Analysis Suite (IMAS) [107] which uses
Interface Data Structures (IDS) instead of CPO-s.

The workflows where the physical models are coupled are created in a
graphical workflow engine called Kepler [108]. The codes are imported into
Kepler in the form of so-called actors. To generate actors from the codes
written in different languages it is required to follow the input and output
convention of the standardized data structures. The actors then can be pulled
into the Kepler workspace, where the defined input and output ports can be
connected between the different actors to build the workflows.

An example of an actor in Kepler can be seen in Figure 3.1. The blue
boxes are the actors with the input ports appearing on the left of the boxes
and the output ports on the right. The actor Message Composer is a so-called
composite actor which contains a similar level as seen in the figure.

The main workflow developed in Kepler is the ETS, shown in Figure 3.2.
ETS is a complex workflow design to simulate tokamak discharges. It has
three separate parts: a start-up, a time loop and a post-processing. Start-up
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Figure 3.2: The IMAS version of the European Transport Simulator (ETS) Kepler
workflow.

handles the reading and bundling of the input CPO/IDS used to start the
simulation while the post-processing handles the writing of the calculated
data into a different CPO/IDS. The time loop contains the Convergence
Loop composite actor which contains different physics models which use the
bundled data from the input to simulate different physical processes such
as current drive, particle transport processes, heating, impurity evolution
and runaway electrons. The loop works as follows: the first composite actor
advances the time so the time loop calculates the plasma state in the ¢t + dt
time compared to the input data. If any plasma controls are enabled in
the simulation setup they are handled in the next actor. The convergence
loop composite actor contains the physics codes which calculate the plasma
quantities for the new time step. The solution is iterated until a convergence
is reached. Then different events can be simulated and finally the output is
saved and the next time step starts.

ETS contains multiple codes for simulating some physical processes which
are interchangeable with each other. This flexibility can be used to simulate
situations requiring different approximations. The codes communicate in
ETS via the bundle, a temporary instance of a CPO/IDS database, each
code writes its output into this and the next code uses the new data.

Runaway Fluid and Runaway Indicator are included in the ETS workflow.
The former is located in the Convergence Loop, in the Heating and Current
Drive sub-actor, while the latter is in the Events actor. Both codes are written
in C++ but they have different functionality. ETS was not developed for
exclusively simulating runaway electron dynamics, so the Runaway Indicator
was designed to indicate if the electric field in the plasma is larger than the

38



Olasz Soma PhD Thesis

critical electric field (2.49). It also calculates the Dreicer growth rate (2.68)
to indicate if it is too large for accurate modeling with fluid codes. It is
located in ETS after the Convergence loop so it calculates the critical field
based on the plasma parameters in the new time step.

If the Runaway Indicator indicates that runaway electron generation is
possible Runaway Fluid can be used to calculate the runaway electron popu-
lation. Runaway Fluid includes Dreicer and avalanche generation rates intro-
duced in Section 2.2. It includes two additional generation rates for Dreicer
generation, one in low temperature cases [40]

Cne( E )—3/16(1+Zeff)

YDnr = X
Tee ED

exp{—@— (1+Zeff)%}, (3.1)

and one for cases with high normalized electric field E/E,

T. (1/Ep\> 2(Ep\’
YD,hf = VYD,nr €XP |:_ me2 (g (f) + g <f) /3\/ 1+ Zeff>} . (32)

The avalanche generation can be modified to include a low threshold
electric field Fy, below which avalanche generation is not possible. This is
shown to arise when a momentum conserving approach is used to calculate
the avalanche generation [109] and can be estimated as

Zeprt1

Ey~1+ VTrad (3.3)
6/1 4 (Zeys+1)?
8

Trad

where 7,44 is the normalized time of synchrotron losses given as

 Trad 1 6megmpc®

Trad = = = = 13
CT A, R B2
It was shown that both the avalanche and Dreicer generation rates can
be modified by the effects of toroidicity in a tokamak [110], reducing the
generation rate. The toroidicity correction from [110] is also implemented in
Runaway Fluid as

(3.4)

9
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for the Dreicer generation and

(3.5)
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o (=9 (3.6)

YAyl T\ €E/E,
for the avalanche generation. € = a/R is the inverse aspect ratio in both
these correction formulae, where a is the minor and R is the major radius of
the tokamak and the 7., generation rates are the reduced generation rates
due to toroidal effects.

The output of Runaway Fluid includes the generation rates, the runaway
electron density and the runaway electron current density calculated with the
assumption that all runaway electrons travel with the speed of light. These
quantities are all calculated for each radial location.

While both Runaway Indicator and Runaway Fluid were implemented in
the CPO version of ETS, I have developed the IMAS integration for these
codes. This included the mapping of the input and output variables onto
the updated data structure, generating and adding the actors into ETS and
testing the implementation.

[ integrated the kinetic code NORSE (NOn-linear Relativistic Solver for
Electrons) [42] in the EU-IM framework. NORSE was developed in MATLAB
to simulate scenarios with large electric fields, comparable to the Dreicer
field. In such cases, the whole electron distribution function distorts from a
Maxwellian in an event called slide-away. The simulation of such events is
enabled in NORSE by the implementation of a non-linear collision operator,
compared to the linearized Fokker-Planck operator, (2.54), generally used
in other kinetic codes. NORSE also includes the slowing down effects from
synchrotron radiation. The distribution function is calculated on one spatial
dimension (r) and two momentum space coordinates (p| and p, ).

Integrated modeling enables the coupling of different codes by simplifying
communication between models using a standardized data structure and ac-
cess to the said data structure. One of the main advantages of this approach
is the easy interchangeability of the different physics models integrated into
the framework. The price of this modularity is the complexity of larger work-
flows and the lack of inherent physical consistency.

3.1.2 Disruption modeling tool

ETS was not developed to simulate disruptions but rather tokamak flat-
top operation. A dedicated disruption simulation code was developed at the
Chalmers University of Technology called Disruption and Runaway Electron
Analysis Model (DREAM) [102]. DREAM is capable of simulation tokamak
disruptions while evolving the plasma self-consistently, without the evolution
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of the magnetic geometry, and calculating the runaway electron population
either in fluid mode, kinetically, or in mixed mode.

Most of the background plasma parameters are solved using a 1-D trans-
port equation

0X 10|, . o 0X

E—WE[V ( (A"YX + (D >W)] + (S) (3.7)
where V' is the spatial Jacobian and (X) indicates spatial flux surface av-
erages. The plasma temperature is evolved including effects of temperature
advection and diffusion, collisional heat transfer and radiation losses. The
evolution of the ion species is modeled by rate equations for each charge state
while the electron density is calculated by maintaining the quasineutrality of
the plasma. The current density and electric field are evolved by the mean-
field equation of the poloidal flux. Generally the code calculates the plasma
profiles in 1 dimension, along the mid-plane outer radius, but it is also pos-
sible to calculate the plasma evolution on realistic two-dimensional magnetic
geometry. The full equations governing background plasma evolution can be
found in [102].

DREAM solves the bounce-averaged kinetic equation of the form similar

to Equation (2.27) for the electron population

80_{ = %82% {V’(—{Am}f + {Dmn}%)] + {5} (3.8)

where 2* are the phase-space coordinates, A describes advection effects and D
describes diffusive terms [102]. The advection term contains the acceleration
from the electric field, collisional friction, synchrotron radiation reaction force
and radial transport. The diffusion term describes both momentum space
diffusion and radial diffusion. S is a source term, describing the knock-on
collision operator for avalanche generation and a particle source. The curly
brackets indicate bounce-averaging over three angle coordinates, the toroidal
angle ¢, the gyrophase ¢ and the poloidal angle

(X} = vi /O " d¢ /O " do 7{ 0 /gX, (3.9)

V= /O% dc /O% dgb]{de\@, (3.10)

where /g is the metric of the phase-space coordinate system [102].
The novelty of DREAM is how it handles the electron population. It
separates the thermal electron population, called cold electrons in DREAM,
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Figure 3.3: The division of the momentum space by DREAM. The figure is based
on Figure 1 from [102].

and the suprathermal fast electrons, the latter being further split into hot
electrons and runaway electrons, to separate momentum space regions, each
with unique resolution, as shown in Figure 3.3. DREAM can be run in dif-
ferent modes: the fully kinetic mode, where all of the momentum space is
resolved kinetically by solving the kinetic equation (3.8, or in superthermal
mode where only the non-Maxwellian part of the distribution function is cal-
culated kinetically and the thermal population is evolved using fluid models
to save on the computational costs. It is also possible to solve for the hot
and /or runaway electron population using fluid mode, in this case, DREAM
solves a fully fluid system. The cold electrons are calculated in suprathermal
and fully fluid mode as

<ncold> - <nf7‘ee> - <nhot> - <nre>a (311)

where (nf,.) is the total number of free electrons in the plasma, (ny.) are the
hot electrons and (n,.) are the runaway electrons. DREAM can calculate all
five of the different runaway electron generation methods. For fluid Dreicer
generation it uses the neural network for high Z impurities [46] and the
formula for avalanche generation includes the effects of high Z impurities
as well [93].
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Figure 3.4: The visualization of the cone approximation. Synchrotron radiation is
highly directional along the particle velocity vector, as shown in panel (a). The cone
approximation accumulates the total radiation from the gyromotion of particles
around the magnetic field line as the surface of a thin cone originating from the
guiding center with opening angle equivalent to the particle pitch angle, as shown
in panel (b). The image is taken from [111].

3.1.3 Radiation modeling tool

The radiation from runaway electrons can be simulated with the SOFT
(Synchrotron-detecting Orbit Following Toolkit) synthetic diagnostic frame-
work [104]. SOFT is capable of calculating the synchrotron radiation from
an electron distribution function as seen by a specified detector.

The synchrotron radiation in SOFT is calculated using the so-called cone
approximation, shown in Figure 3.4. Charged particles in magnetic fields are
travelling in helical trajectories wound around the magnetic field lines due
to the Lorentz force. The synchrotron radiation is highly directional along
the velocity vector of the motion. In the cone approximation, the radiation
is calculated on the surface of a cone with an opening angle equal to the
particle pitch angle, centered on the guiding center of the helical motion.

SOFT calculates the tokamak geometry as a circular torus defined by
given minor and major radii, and the magnetic field geometry can be given
either as an analytical formula or can be imported from numerical solvers.
The detector location, viewing direction, entrance pupil, field of view angle
and spectral range also have to be specified.
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Chapter 4

Modeling results

The utilization of the models introduced in Chapter 3 is described below.
Sections 4.1, 4.2, 4.3 describe my modeling in integrated modeling frame-
works using two dedicated workflows: a dedicated runaway electron work-
flow and the European Transport Simulator (ETS). Section 4.4 gives the
results I obtained in modeling the radiation of runaway electrons generated
in potential disruptions on JT-60SA tokamak.

4.1 The Dreicer generation in rapidly changing plas-
mas

The reduced computational costs of fluid models are paid back in a trade-
off for accuracy, especially in transient scenarios. Integrated modeling tools
generally use the simpler fluid models to calculate runaway electron dynam-
ics, such as Runaway Fluid and Runaway Indicator, and the analytic formu-
las given in Section 2.2 are used in another integrated modeling code called
ASTRA-STRAHL [112]. Kinetic runaway electron modeling developed sig-
nificantly in the recent year, with codes like DREAM [102], and NORSE [42],
but the complexity of kinetic models so far prevented their integration into
integrated modeling.

The reduced kinetic models use the analytic expressions ( 2.68, 2.72) for
runaway electron generation. These expressions were derived for stationary
plasma parameters and can be inaccurate for rapid plasma evolution. The
kinetic model NORSE was integrated into the EU-IM framework to assess
the time scales of plasma evolution requiring more accurate kinetic models.

The actors in Kepler workflows can be written in a selected set of lan-
guages supported by the EU-IM infrastructure: C/C++, Fortran, Java, Mat-
lab, Python [113]. NORSE is written in Matlab language, but the integration
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Figure 4.1: The Runaway Electron Test Workflow.

was developed using a Matlab-Python interface [114]. The NORSE actor is
developed in Python, which calls a Python interface executing Matlab com-
mands. The Python actor handles the communication between NORSE and
the CPO data structure both for the reading of input data and writing the
output.

NORSE was added to a dedicated runaway electron workflow designed to
enable easy comparison of different runaway electron models. The workflow
is shown in Figure 4.1. It contains the NORSE actor, the Runaway Fluid
actor and the Runaway Indicator actor parallel in a time loop. The boxes are
so-called composite actors, each containing a separate workflow themselves,
with the input and output provided to the composite actor. The contents
of runaway-fluid-wrapper composite actor are shown in Figure 4.2. The
input bundle is given from the left of the figure, where the data is processed.
The input required by the Runaway Fluid actor is extracted from the CPO
tree structure and is given to the actor in specified input ports. The output
data is given to the distribution output port which passes it on to the level
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Figure 4.2: The contents of the runaway-fluid-wrapper composite actor.

above. Runaway Fluid can output messages during the workflow execution
which is handled in the Message composer composite actor.

The Runaway Electron Test workflow starts in the Initialize compos-
ite actor. This reads in the input data specified by the shot parameters:
shotnumber and runnumber specifies the CPO instance to be read in, while
run_out specifies the instance for the output CPO. The CPO structure al-
lows for the importation of experimental data from machines. The machine
parameter can specify which machine name, given the data is imported to
the database of the user. The simulation parameters are used to specify nu-
merical options during the workflow execution: dt_in specifies the size of the
time step, starting_time gives the first time point of the simulation, stop
tells the workflow the number of iterations in the time loop. NORSE and
Runaway Fluid produce data which are stored in the same location in the
CPO structure. The parameter local_occurence_Runaway_Fluid is used
to distinguish the output produced by NORSE and Runaway Fluid.

The next composite actor is the LoopOrganiser which starts the time
loop where the physical codes are located and keeps iterating until the spe-
cific number of iterations is reached. The workflow ends in the Postpro-
cessor composite actor, which outputs the calculated data into the spec-
ified CPO. The loop contains the physics models and two support actors,
theDistribution merger and the Rebundle actors. The first merges the
two output instances from Runaway Fluid and NORSE without overwrite,
while the Rebundle composite actors merge the output from the three models
into the bundle, so it can be used in the next time step. The main advan-
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Low density | Start—up End of Start of
discharge phase disruption | disruption
(LD) (SU) (ED) (SD)
Density [m™?] 5- 1017 5-10%7 10%° 10%°
Temperature [eV] 10000 300 300 10000
Electric field [V/m] | 2.81- 1073 2.96 - 1072 | 3.66 4.38 1071
Critical field [V/m] | 5.06 - 1074 4.16-107* | 6.98-1072 | 8.77 - 1072
Normalized electric
field |- 5.55 71 52.5 5
Coulomb
logarithm [ 19.9 16.3 13.7 17.2
Collision time at 1 _3 _5 _3
o . 2.58 - 10 6.84 - 10 6.42 - 10 1.74-10
critical velocity [s]

Table 4.1: The plasma parameters for the various scenarios.

tage of this approach is the ability to run different codes with identical input
parameters with ease and having the output in the same format making it
easy to compare.

The workflow was used to study the dynamics of Dreicer generation of
runaway electrons during rapidly changing plasmas, such as during disrup-
tions. The results from the workflow were complemented by calculations with
two additional kinetic models: the kinetic solver DREAM, which solves the
kinetic equation with a linearized collision operator and LUKE, a bounce-
averaged kinetic solver [115, 116].

Four different scenarios were chosen with a combination of low and high
temperature and density, to represent various cases when runaway electron
generation is possible. The various physical parameters for each of the cases
are given in Table 4.1. The first case aimed to represent a low density dis-
charge (LD) often performed in tokamaks to study runaway electron genera-
tion [57, 58], with density 5- 107 m™ and temperature 10 keV. The second
scenario has the same low-density value as the low-density discharge but with
a small temperature of 300 eV, aimed to replicate the circumstances during a
tokamak start-up (SU). The final two cases represent disruptions, the first of
the two replicates the start of a disruption (SD) with the high-temperature
value from the LD case and a high density of 10** m~3, while the last case
represents the circumstances at the end of a disruption with high density
and low temperature. These basic plasma parameters were kept constant
throughout the simulations as the effects of rapid change in the electric field
were studied.
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Figure 4.3: The evolution of the NORSE distribution function for the start—up
scenario. The green dashed line indicates the runaway electron boundary.

The jump in the electric field was modeled by a step function and the
response of the system was studied. The electric field was chosen to be mod-
erate for each scenario to avoid slide-away of the whole electron distribution
function, where most of the models are invalid. Out of the four codes, only
NORSE and DREAM are capable of calculating the synchrotron radiation
losses, so the magnetic field strength was chosen to be zero to avoid slowing
down from radiation.

The evolution of the distribution function as calculated by the NORSE
code is shown in Figure 4.3. The distribution function is plotted in 2-D
momentum coordinates (py,py) and the green dashed line is the runaway
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Figure 4.4: The temporal evolution of the runaway electron growth rate in the
four different scenarios. The kinetic codes all produced a large peak in runaway
generation when the electric field was applied.

electron boundary [49]. The jump in the electric field is applied at 7 = 0.
The initial Maxwellian electron distribution function very quickly shifts due
to the applied electric field without significant distortion of the shape. The
formation of the high-energy tail happens on a longer timescale, as seen on
panels ¢) and d).

The runaway electron growth rate can be calculated for each code and
it is shown in Figure 4.4. The quasi-stationary growth rate from Runaway
Fluid is indicated with red and is constant as expected. The kinetic models
all follow the same overall evolution with several notable differences. The
common features are the sudden peak in generation rate at the beginning of
the evolution for each code and the eventual relaxation towards the stationer
Dreicer rate. The peak can be explained by the initial shift of the Maxwell
distribution into a Spitzer-like distribution, where a significant portion of the
original distribution function is shifted into the runaway region [114].

Several differences can be spotted in the plots in Figure 4.4. The maxi-
mum of the peak is different in many cases between the kinetic models. This
can be explained by the different definitions of runaway electrons in each
model. Another significant discrepancy can be observed between the kinetic
growth rates during the LD and SD cases compared to the other two. In
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Figure 4.5: The runaway electron density as a function of time for the four cases
as calculated by NORSE and Runaway Fluid.

the low-density and high-density cases (plots a) and d)) the kinetic growth
rates differ from the analytic value, the linearized codes are larger while the
non-linear NORSE undershoots the fluid value. It was found that in these
two cases significant runaway electron population was generated, roughly
about 10% of the electrons turned to runaway electrons. In such cases the
interaction between the runaway electron and the bulk populations becomes
non-negligible. This invalidates the linearized operators, which do not in-
clude the effects of bulk-runaway interactions as well as the quasi-stationer
formula can overestimate the generation. NORSE however can be considered
accurate even with large runaway electron populations and this explains why
the other kinetic codes and the analytic model produce larger rates.

In the other two cases (plots b) and ¢)) the runaway electron population
is smaller and the bulk interactions are less important. Here all the kinetic
codes approach the analytic value smoothly. Overall the qualitative agree-
ment can be seen between kinetic codes with the major features appearing
in all scenarios with all kinetic codes.

Another noticeable difference between the four scenarios is the timescale
of the runaway generation, spanning four orders of magnitude. The timescale

of the peak can be related to the electron-electron collision time at the critical
velocity
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Figure 4.6: The dependence of the electron-electron collision time on the electric
field normalized to the critical field. The colour indicates the low or high-density
cases, while the solid and dashed lines distinguish the temperature value.

dredmiv?
Aee = - C, 4.1
T neetln A (4.1)
where the critical velocity v. can be calculated as
T (4.2)
E/E.

with E. being the critical electric field (2.49). This collision time is indicated
on each panel with a vertical yellow dashed line.

The runaway electron density from NORSE and Runaway Fluid is shown
in Figure 4.5. The initial peak in the generation rate causes an initial discrep-
ancy between the results of the two models. This eventually disappears in the
two cases where the runaway electron population is significant compared to
the initial electron density, as we have seen NORSE giving lower generation
rates in these cases. The difference in the other two cases is constant as the
growth rates equalize over time.

The dependence of the collision time at critical velocity on the plasma
parameters can be seen in Figure 4.6 and 4.7. Figure 4.6 shows the value of
the collision time for the four cases as a function of the normalized electric
field. The different colours distinguish the high and low-density cases, while
the solid and dashed lines are used for the different temperature values. The
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Figure 4.7: The dependence of the electron-electron collision time on the electric
field and the density for a constant temperature of 10 keV. The blue line indicates
the value of the critical electric field, below which the critical velocity is not defined.

temperature dependence is negligible, but a strong dependence can be seen
on the electric field and the density.

The dependence of the collision time at the critical velocity on the density
and electric field is plotted in Figure 4.7. The temperature is kept constant
at 10 keV, while the critical electric field is indicated with a blue line. The
collision time spans seven orders of magnitude in the studied range of den-
sity and electric field. Note that the collision time can reach the order of
magnitude of seconds in the low-density range.

The electron-electron collision time at the critical velocity is a robust
indicator of the necessity of kinetic modeling. If the timescale of the evolution
of plasma parameters is comparable to this critical collision time, then the
reduced kinetic models using analytic growth rate formulas cannot be used.
This indicator can be used in integrated modeling to estimate when the
computationally less expensive models are viable [114].
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The input CPO fields of NORSE
Electron temperature | coreprof/te/value
Electron density coreprof/ne/value
Parallel electric field | coreprof/profilesld/eprallel /value
Effective charge coreprof/profilesld/zeff /value
Radius coreprof/rho_tor
Magnetic field coreprof/toroid_field /b0

Table 4.2: The input CPO fields required by NORSE.

4.2 Kinetic modeling in integrated modeling frame-
works

Kinetic modeling of runaway electrons in integrated modeling frameworks
has not been utilized previously. Most integrated modeling used fluid mod-
els with quasi-stationary analytic models to simulate runaway electron gen-
eration [117, 112]. The reduced-kinetic models can often be less accurate
compared to the full kinetic treatment, but the computational complexity
and cost of kinetic models prevented their efficient utilization in integrated
modeling tools.

Kinetic models have developed considerably in recent years capable of
simulating runaway electron dynamics with better efficiency by restricting ki-
netic treatment to the relevant momentum space regions, as in DREAM [102]
or enabling the simulation of scenarios outside the range of validity of fluid
codes, such as NORSE [42]. This promotes the necessity of the integration
of kinetic models into the integrated modeling frameworks.

The NORSE non-linear kinetic solver was integrated into the EU-IM
framework. The interfacing was done in Python language, utilizing a Matlab
engine to call NORSE with the input read in and the output written through
the Python interface. The model requires input data from the core profiles
CPO describing the basic plasma parameters such as electron temperature
and density and the electric field parallel to the magnetic field lines. The full
list of CPO fields used by NORSE is given in Table 4.2.

The output from the NORSE code is also saved into the CPO structure
including the electron distribution function and the associated momentum
space grid. The proper storage of the 2-D distribution function produced by
NORSE had to be developed as kinetic runaway electron modeling was not
previously used in the CPO structure. The main difference of the NORSE
distribution from other codes solving for distribution functions in the EU-IM
framework [118], such as the StixReDist Fokker-Planck solver [119] is the
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Figure 4.8: The initial temperature profile used to wvalidate the DREAM-IMAS
interface. The left plot is the data as plotted directly from the imported experimental
data in IDS, the right shows the DREAM temperature profile at the start of the
simulation.

coordinate system used by NORSE. NORSE solves for the electron distribu-
tion in 1-D space and 2-D momentum space coordinates and this coordinate
system is stored in a dedicated grid structure in the Distribution CPO. The
associated momentum coordinates, p, the normalized momentum, and &, the
pitch angle, and the radial coordinates are stored along the distribution func-
tion. Besides the distribution function and the associated coordinate system,
the runaway electron density, and runaway electron current are saved in the
CPO output.

The interfacing of NORSE was on in a dedicated runaway electron work-
flow, see Figure 4.1, and it was utilized in the study of Dreicer generation
rate in rapidly changing plasmas, see Section 4.1.

To further expand the modeling capabilities of the integrated modeling
tools and to make the validation against experimental results easier the inter-
facing of DREAM into the IMAS framework was developed. The integrated
modeling framework was updated from the EU-IM framework to the IMAS
framework when the integration of DREAM was proposed, hence the CPO
interfacing was not done.

DREAM is developed in C++ with a Python wrapper around the comput-
ing core [102]. This enables faster computations compared to a pure Python
code as C++ is a compiled language. The use of the model is made easier by
the Python wrapper by eliminating the need for recompilation for every sim-
ulation. The communication between the C++4 core and the Python wrapper
is done via HDF5 files. An interface was developed in Python, which enables
the communication between DREAM and the IDS structure.
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Figure 4.9: The temperature evolution of the disruption started from the experi-
mental data imported from TCYV.

One of the main advantages of code integration into the IMAS framework
is the ability to simulate directly from experimental data. The IMAS frame-
work enables the importation of experimental data directly from devices into
the IDS structure which can be used as input by different codes. Machines ca-
pable of exporting experimental data to IMAS are [120], TCV [121], ASDEX
Upgrade (AUG) [121], MAST [121], JET [35], EAST [122, 123] and of course
will be ITER [124], for which the IMAS framework is being developed [107].

The use of the DREAM-IMAS interface was demonstrated by simulating a
disruption based on the input from TCV shot 64614. The initial parameters
of DREAM were taken from the experimental data and a disruption was
simulated by a prescribed exponential temperature drop. The read-in of the
data was validated, and the initial temperature profile from the IDS and
DREAM is shown in Figure 4.8.

The simulation was set up with an exponential temperature decay to
provide sufficient cooling of the plasma to generate runaway electrons. The
temperature evolution can be seen in Figure 4.9. Sufficient cooling can be
seen along the whole plasma radius, with a final temperature of a few eV.

The disruption produced sufficient runaway electron current, as seen in
Figure 4.10. The graphs show the 2-D runaway electron current density as
a function of radius on the x-axis and as a function of time on the y-axis.
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Figure 4.10: The current density evolution of the disruption started from the ex-
perimental data imported from TCV. The megative current density indicates the
direction of the current, as required by the convention in the IDS structure.

The runaway electron beam is dominantly located on the magnetic axis, at
small radii, where the initial temperature was higher. This is expected as
the primary generations are sensitive to temperature and low temperatures
at the plasma edge are not sufficient to produce runaway electrons. The
negative values for current density represent the direction of the current.

This simulation used fluid generation of runaway electrons, with the neu-
ral network for Dreicer generation, the analytic formula for avalanche gen-
eration. This was chosen to be computationally less expensive as the aim
of this simulation was to demonstrate the capability of simulating with ex-
perimental data and the use of kinetic runaway generation should not affect
this.

The interfacing also allows for prescribed simulation based on the input
data. This means that the plasma parameters do not evolve self-consistently
but follow the time evolution prescribed in the input data. This provides
a more robust option for code validation against experimental results. The
data imported for testing the interface did not describe a runaway electron
experiment, but a standard flat-top experiment. The ability of the code to
run with prescribed data was demonstrated, but no runaway electron physics
was produced.

The interfacing of codes into the IMAS framework enables a robust solu-
tion to validate theoretical models against experiments by the importation
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of experimental results into the IDS data structure. The models can then be
run directly with the experimental input.

4.3 Self-consistent disruption simulations with the
ETS

The European Transport Simulator (ETS) was developed in the European
Integrated Modeling (EU-IM) framework to simulate core transport processes
of tokamak plasmas [125, 126]. It is a 1.5-D transport solver, as it solves a 1-D
transport equation at the plasma core with 2-D treatment of the equilibrium
and the plasma edge. It is a fully modular tool, with multiple codes integrated
for various physical aspects. These models are easily interchangeable for each
simulation making ETS a robust tool to simulate various plasma scenarios.

Two different versions of ETS were used in self-consistent disruption simu-
lations: the EU-IM version is referred to as ETS5 while the version developed
in the IMAS framework is ETS6. The same principles are used for both ver-
sions of the Kepler workflow, the only difference is the data structure used.
ETS5 uses the CPO structure, while ETS6 is using IDS-s. Both versions
have Runaway Fluid and Runaway Indicator for runaway electron modeling
purposes.

The simulation was based on an ASDEX upgrade experiment, shot 33108,
where a disruption was induced by massive material injection (MMI) of argon
gas. The experimental data is shown in Figure 4.11. A peaked temperature
profile was achieved by intense electron cyclotron resonance heating (ECRH)
to ensure sufficient runaway electron generation during the disruption. The
thermal quench occurs due to the argon injection at 1 s. The radiation
peak due to the impurities can be seen on the bottom panel in red. The
timescale of the thermal quench and the current quench is on the ms scale
and cannot be resolved on the graphs. The runaway electron beam decays
on longer timescales however, hence the runaway plateau is visible on the
plasma current graph in black on the top panel.

The experimental data was imported into the CPO structure and the
resulting data was used in ETS to simulate a self-consistent disruption sim-
ulation. The simulation was done in two separate phases. First, an inter-
pretative simulation was done by ETS on the pre-disruption plasma. This
phase started from ¢ = 0.8 s and lasted until the start of the disruption at
t = 1 s. The imported experimental data could have missing fields in the
CPO structure required by ETS for a predictive simulation, so the interpre-
tative run was performed to fill all necessary fields and simply ensure the
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Figure 4.11: The experimental data of the AUG shot 33108. The thermal quench
can be seen at t = 1s, indicated most dominantly by the radiation peak on the
bottom panel with red. The plasma current is shown in black on the top panel.
The argon injection happens during the so-called ramp up phase, when the plasma
current is increasing. After the thermal quench, the runaway plateau can be seen.

consistency of the input data. Such fields include the parallel electric field,
which is required to calculate runaway electron generation.

A predictive simulation was performed after the necessary initialization,
starting from the injection of the argon gas. The argon injection is simu-
lated by the introduction of an argon density of 3 - 10 m~3 at the plasma
edge in coronal equilibrium. Additional 10'® m~2 argon in neutral state was
added and the total amount was chosen to be equal to the argon used in the
experiment. The inward movement is ensured by artificially increasing the
advection and diffusion coefficients. This imitates the increased transport
due to the breakup of the magnetic surfaces due to the MMI [68] as well as
the inward propagation from the injection.

The plasma density evolution is simulated self-consistently for the main
ion density and the impurity density for each charge state, while the electron
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density is solved for by enforcing the quasineutrality of the plasma. The
initial profiles were taken from the input data. The plasma composition was
taken from the experimental data. The main ion species was deuterium, with
no impurities present initially.

The electron and ion temperature evolution are both solved self-consistently
governed by radiation losses and energy exchange terms as well as heat trans-
port. The impurity temperature is assumed to be equal to the main ion
temperature at all times for simplicity. No heating was applied during the
disruption phase. A minimum temperature of 10 eV was set for the ion
and 4 eV for the electron temperatures. The plasma current is governed by
the current diffusion equation [126] with boundary condition of loop voltage
Vieop = 0 at the plasma edge to simulate a perfectly conducting tokamak
wall.

The evolution of the plasma parameters is shown in Figure 4.12. The
columns of the graph show different times during the simulations. The first
column shows the initial profiles, the second column shows the plasma state
halfway through the simulation, and the last column is the final result. The
rows show different plasma parameters. The first row shows the evolution of
the plasma temperature for both electrons in red and the main ion species in
blue. The second row shows the electron and main ion densities in the same
colour coding, while the last row shows the g-profile in red and the current
density profile in blue. Each plot has the radius on the x-axis.

The temperature evolution is shown on the top row. The argon is injected
from the right-hand side. This produces an inward-moving cooling front
towards the plasma centre, which clearly shows the progression of the argon
impurities. The electron temperature starts cooling first through radiation
and heat transport. The cooling of the main ion species is dominated by
energy exchange with the cold electron population, hence it lags behind the
electron temperature. The final temperature profile is a constant at the
minimum allowed temperature except at the boundary where the boundary
condition was set to a higher value due to stability reasons.

The initial electron and ion densities, shown on the second row of Fig-
ure 4.12 are identical as described by the quasineutrality requirement. The
injected argon gas is partially ionized as it reaches higher temperatures re-
sulting in increased electron density compared to the main ion densities. This
is best seen on the second panel in the second row where a peaked electron
density profile can be seen at the mid radius of the plasma. Some argon
has already reached the centre of the plasma, resulting in increased electron
density at the magnetic axis. The transport of electrons also contributes to
this. The final electron density is peaked in the center but it is reducing due
to reconnection and the neutralization of the argon and deuterium at the low
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Figure 4.12: The plasma evolution during the simulated disruption of the AUG
shot 33108 by ETS5. The columns show different time points while the rows show
different plasma parameters. The first column is the initial state at the start of
the argon injection. The second row is the plasma state at halfway through the
simulation while the last is the final state. The first row shows the temperature
evolution of electrons (red) and ions (blue). The second row shows the electron
density (red) and ion density (blue) while the last row shows the g-profile (red) and
the total plasma current density (blue).

temperatures present at the end of the disruption.

The final row shows the evolution of the plasma current and the safety
factor. The cooling plasma has increased resistivity, see (1.8), causing a
decrease in the plasma current density. The current diffusion pushes the
current density toward the higher temperature plasma in front of the cooling
front resulting in a current peak best seen on the middle panel in the bottom
row. When the plasma is fully cooled the current density is pushed all the
way to the magnetic axis, where the current starts to decay. It induces an
electric field generating runaway electrons. The peak on the last panel in the
last row at the centre is the runaway electron current.
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Figure 4.13: The runaway electron current density as a function of radius and time.
The runaway beam forms in the centre of the plasma and a smaller population can
be seen at 0.1 m.

The runaway electron current density is shown in Figure 4.13. A signifi-
cant runaway electron current can be seen on the magnetic axis and a smaller
runaway electron population at 0.1 m. These correspond to the peak seen on
the last graph of Figure 4.12.

The same simulation was performed with the new, IMAS version of the
ETS, referred to as ETS6 [127]. It works with the IDS data structures but
the concept is the same as ETS5. The same AUG shot 33108 was imported
into the IDS data structure and the interpretative run from ¢ = 0.8 s to
t = 1 s was done to ensure self-consistent input parameters.

The same setup parameters and considerations were used for the ETS6
simulation as it was described above. The temperature evolution of the elec-
trons and ions is shown in Figure 4.14. The same dynamics can be observed
for the temperature evolution with ETS5. The argon is injected from the
right side of the graphs and the inward propagation pushes a cooling front in
front of the injected argon. The final plasma state has a highly peaked ion
temperature at the magnetic axis, while the electron temperature is almost
constant, reaching a few eV values.

The plasma densities are shown in Figure 4.15 for the same time points.
The introduced argon gas at the plasma edge starts to ionize producing in-
creased electron densities. We can see significant argon has already reached
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Figure 4.14: The temperature evolution of the electrons and ions in the disruption
as stmulated by ETS6.
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the center of the plasma by 0.5 ms resulting in a flat electron density profile.
The final electron density is similar to the ETS5 result, see Figure 4.12.

The evolution of the plasma current is shown in Figure 4.16. The total
plasma current is shown in blue. It current starts to decay directly from the
start of the simulation and the formation of the runaway electron current
can be seen at the end of the simulation by the orange curve, showing the
non-inductive current part of the total current. This is made out entirely of
runaway electrons.

The plasma current calculated by ETS was benchmarked against the cur-
rent evolution of the experimental results and the simulation results as cal-
culated by the ASTRA-STRAHL modeling tool [112]. The result is shown
in Figure 4.17. The ETS6 current is significantly lower than the other two
results, which was discovered to be due to an input problem. The current
decay is much sharper in the beginning compared to the other two curves,
but the time scale current drop is comparable to the experimental and the
ASTRA-STRAHL results. This is best seen in Figure 4.18, where the current
evolution of ETS was vertically fitted to match the magnitude of the other
two results, and remarkable agreement was found.

Further simulation of the current evolution by ETS6 was not possible due
to instabilities within the workflow arising from the sharp gradient of the ion
temperature at the end of the simulation, see Figure 4.14.

4.4 Simulation of runaway electron radiation in JT-
60SA

Runaway electrons are routinely detected in present devices by visible and
infrared cameras [128, 129] observing the synchrotron radiation from the rel-
ativistic particles. The detected radiation carries information on the electron
distribution in real and momentum space which can be reconstructed [77, 78,
79].

The JT-60SA tokamak has recently been completed in Japan [130] with
the first plasma demonstrated recently. It is the largest operating super-
conducting tokamak to date and is planned to provide an important con-
tribution to the ITER and DEMO experiments, including runaway electron
studies [131]. JT-60SA does not have a dedicated camera system for runaway
electron detection. The Event Detection Intelligent Camera (EDICAM) [132]
is installed on the tokamak [133] and it is operating in the visible spectrum,
where runaway electron radiation can be expected. EDICAM was not con-
sidered for runaway electron detection purposes before and it was proposed
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Figure 4.15: The density evolution of the electrons, ions and impurities in the
disruption as simulated by ETS6.
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Figure 4.16: The evolution of the total plasma current (blue) and the non-inductive
part of the current (orange). The latter entirely consists of runaway electrons.
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Figure 4.17: The evolution of the plasma current as a function of time. The orange
curve shows the plasma current calculated by ETS, the blue curve shows the results

of the ASTRA-STRAHL model [112] and the green curve shows the experimental
results.
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Figure 4.18: The fitted plasma current shows similar temporal evolution for the
simulation with ETS as the results from ASTRA-STRAHL [112] and the experi-

ment.

Parameter Value
Position (x,y,z) (m) (—4.5304, —1.7552,0.2312)
Viewing direction (vector) (m) (0.60915,1.01379,0)
Field of view (FOV) (degrees) 80
Spectral range (nm) 520-720
Entrance pupil (diameter) (mm) | 5

Table 4.3: Optical parameters of the EDICAM system as installed on JT-60SA.

to expand the scope of the diagnostics on JT-60SA [134].

The feasibility of the EDICAM system was assessed for runaway elec-
tron detection by a disruption simulation for a JT-60SA-like tokamak using
the DREAM code. The resulting runaway electron distribution function was
given to the SOFT synthetic diagnostic framework, which calculated the ra-
diation images from the electron population as seen by the EDICAM system
on JT-60SA.

The EDICAM characteristics relevant to the SOFT simulation are given
in Table 4.3. The coordinate system for the position and viewing direction of
the camera is shown in Figure 4.19. The field of view, i.e. the opening angle
of the cone seen by the camera is 80° and the spectral range is in the visible
spectrum between 520 — 720 nm. The size of the entrance pupil is 5 mm in
diameter.
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Figure 4.19: The schematic top-view of the JT-60SA tokamak with the EDICAM
location and viewing field indicated. The Direction of the plasma current is shown
in blue. The coordinate system directions for the position and viewing direction of
the EDICAM system in Table 4.3 is shown in the bottom right.

The location of the EDICAM system is shown on the schematic top-view
of JT-60SA in Figure 4.19. The viewing direction and viewing area are shown
in red, and the coordinate system directions for the camera location and view-
ing vector are indicated in the bottom right. Since synchrotron radiation is
highly directional along the velocity vector of the runaway electrons, the first
requirement of seeing the radiation with EDICAM is that the electrons move
towards the camera. This can be checked by looking at the direction of the
plasma current, shown in blue. The electrons travel opposite to the plasma
current, so EDICAM is potentially capable of detecting radiation along the
electron velocity vectors. The simulated camera view of the EDICAM system
on JT-60A is shown in Figure 4.20.

The spectral sensitivity of the EDICAM can be shown in Figure 4.21.
Figure 4.21a shows the transmission efficiency of the optical elements in
EDICAM between 400 and 1000 nm. The efficiency is high along the plotted
range, with a drop below 500 nm. Figure 4.21b shows the camera sensor
response as a function of wavelength on the same range. The straight lines
indicate various levels of quantum efficiency. Quantum efficiency gives the
fraction of photon energy detected, including the non-sensitive parts of the
sensor. EDICAM is most sensitive between 500 and 700 nm, with an effi-
ciency of 15%, but it can potentially detect photons up to 1000 nm. EDICAM

67



Olasz Soma PhD Thesis

‘/d

q
|
!
I
|
|
|

S N S

I —

Z_slNzE jx ¥ 8 |g E[
S——F—1

P oNE. . . 7 F[]

Figure 4.20: The simulated camera view of the EDICAM on JT-60SA. The red
circle indicates the field of view.

has a nominal range of 520 — 720 nm however, so this was used during the
simulations.

A disruption was simulated with DREAM for a JT-60SA-like geometry
to produce an energetic runaway electron population with radiation visible
by the EDICAM system. The initial profiles were taken from an EFIT [135]
magnetic equilibrium calculation done for JT-60SA. The current was chosen
based on a high current scenario proposed in the JT-60SA research plan [131],
with a total plasma current of 5.5 MA. This scenario was chosen so sufficient
runaway electron generation can be achieved. The initial profiles are shown in
Figure 4.22. This scenario gave values for the on-axis magnetic field strength,
2.25 T, the major radius, 2.96 m and the minor radius, 1.18 m. The wall
distance from the last closed flux surface was chosen to be 25 cm and the wall
time was set to 150 s. The wall distance was estimated from JET values [136]
and the wall time was taken from simulation for the JT-60SA structure [137].
These quantities are required for the boundary condition of the electric field
calculations in DREAM.

The disruption was induced by argon massive gas injection (MGI), as this
system is available as a disruption mitigation system [138]. The simulation
was done in five different phases. The electric field was not given as an initial
condition, so the first phase calculated it based on the provided profiles, such
as temperature, density and current density. Then the argon was uniformly
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Figure 4.21: The spectral sensitivity of the EDICAM. The transmission efficiency
of the camera components components is shown on the left (graph a)). The trans-
mission is close to constant along the studied range only dropping off below 500 nm.
The sensitivity of the camera sensor is shown in graph b). The straight lines corre-
spond to 10%, 15% and 20% quantum efficiency, the fraction of the photon energy
absorbed by the sensors including the effect of non-sensitive areas of the pizels.
EDICAM has a peak efficiency of 15% between 500 and 700 nm.

introduced on every radial point with a density of 10** m=3. The argon

density was chosen to be comparable to the main ion density, deuterium,
to produce sufficient cooling. The introduced argon was allowed to ionize
in 1 pus. The next phase ensured the cooling of the plasma by enforcing an
exponential temperature decay until the plasma temperature reached 100 eV
at the centre. The fourth phase had a self-consistent temperature evolution
dominated by radiative losses from the injected impurity, and the simulation
was finished with the calculation of the runaway electron plateau. The total
simulation time was 8.6 ms.

DREAM was used in a fully kinetic mode, meaning the bulk, hot and run-
away electrons were resolved kinetically. The radial resolution was limited to
20 radial points to reduce computational costs. The final runaway electron
distribution function was given to the SOFT synthetic diagnostic framework,
along with the EDICAM parameters from Table 4.3 and the radiation image
was simulated. The magnetic geometry is required by SOFT for the calcula-
tion. A quadratic g-profile was assumed, with constants chosen to resemble
the g-profile at the final time step as calculated by DREAM.

The evolution of the plasma parameters as a function of normalized radius
is shown in Figure 4.23. The passing of time is indicated by the colour going
from dark to light. The temperature evolution is shown in Figure 4.23a. The
exponential decay phase lasts until the temperature reaches 100 eV in the
centre. Until this point, the shape of the profiles does not change, as the
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Figure 4.22: The initial profiles used in DREAM. The first two graphs show the
electron density and temperature. The final panel shows the current density profile
taken from the EFIT simulation. DREAM was run with a limited radial resolution
and the interpolation from the EFIT data caused the current density to be shaped
as such.

exponential decay is identical at every radial point. In the self-consistent
temperature evolution phase, the profile shape breaks up, but the plasma
eventually cools down to a few eV at every point. The cooling is slower at
around 0.6 to 0.8 normalized radius.

It can be seen in Figure 4.23b and d that the electric field will be increased
the most at these points. Plot b shows the electric field, while plot (d) shows
the normalized electric field. The overall shape of the two plots is the same,
as the critical electric field was similar at all radial points. The electric field
is induced due to the decay of current. The evolution of the current density
is shown in Figure 4.23c. The initial peak in current density at the edge of
the plasma quickly decays inducing a large electric field at this region.

The final plot, 4.23e shows the time evolution of the total plasma cur-
rent. The different phases described above are indicated by different shaded
colours. The ionization phase is too short to be visible on the graph, and
the initialization phase was omitted as it holds no relevant physical results
on the current, and it dominates the timescale compared to the disruption
length. The initial plasma current drops to a stable 3.7 MA in about 1 ms
consisting entirely of runaway electrons. The runaway plateau phase lasts
significantly longer in disruptions than the current quench, see Figure 2.4, so
no decay of the runaway current can be seen on this plot.
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Figure 4.23: The evolution of the plasma parameters during the JT-60SA-like
disruption simulated by DREAM. Graph (a) shows the temperature evolution. The
exponential decay phase can be seen to decrease the temperature at every radial
point without changing the shape of the profile. The self-consistent temperature
phase starts then the centre of the plasma cooled to 100 eV. The electric field is
shown on graph (b) and the normalized electric field is on (d). The mazimum of
the electric field is located at the edge of the plasma. The current density is shown
in plot (c). The initial peak at the edge relaxes leading to a profile peaked at the
center. The evolution of the total current is shown at the bottom of plot (e). The
simulation phases are indicated with shaded areas, with the ionization phase not
visible before the exponential temperature decay phase and the initialization phase
omitted. The colour coding of the lines indicates the passage of time going from
dark to light.
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Figure 4.24: The angle averaged runaway electron distribution function as a func-
tion of momentum normalized to mec at the final time step of DREAM. The colours
going from dark to light show the distribution function at different radial locations
going from the centre to the edge.

The runaway electron distribution function is used to calculate the ra-
diation in SOFT. It is plotted in Figure 4.24 as a function of momentum
normalized to mec. The different colours correspond to different radial lo-
cations, going from the centre indicated by dark colours to the edge shown
in lighter colours. The peaks indicated at each radial location are the run-
away electron population generated by hot-tail generation and accelerated
by different amounts by the electric field. The distribution function does not
approach zero after the peaks as the avalanche collision operator generates
runaway electrons isotropically on the runaway momentum grid in DREAM.
It can be seen that the most energetic particle population is located o further
out from the plasma centre, namely at » = 0.91 m corresponding to about
0.77 normalized radius. In Figure 4.23 it is shown that the electric field is
peaked around this location, generating a higher energy electron population.

The synchrotron radiation is strongly dependent on the particle energy,
so the radiation spot will dominantly come from the edge runaway elec-
trons, compared to the electron at the magnetic axis, where the particles
only reached about 10 — 20 m.c. The outer population reached a maximum
of 65 mec or 33 MeV energy.

The location in momentum space most contributing to the radiation im-
age can be identified by the Green’s function weighted by the distribution
function, shown in Figure 4.25. It shows the contribution to the radiation
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Figure 4.25: The angle averaged runaway electron distribution function as a func-
tion of momentum normalized to mec at the final time step of DREAM. The colours
going from dark to light show the distribution function at different radial locations
going from the centre to the edge.

intensity from different regions on the momentum space normalized to the
maximum value. The Green’s function contains the geometry of the toka-
mak and the momentum dependence of the radiation. The component of the
particle momentum parallel to the magnetic field lines, normalized to mec,
is on the x-axis, while the normalized perpendicular momentum is on the
vertical axis. The radiation originates from two separate local maxima, one
located at p; = 27,p, = 27 and the other at py = 57,p, = 12. The two
locations are most connected by a ridge with a local minimum, the latter
most likely resulting from the low radial resolution used in DREAM, and the
interpolation done by SOFT. The plot clearly shows the two dependence of
the radiation: the particle energy and the pitch angle, i.e. the ratio of the
perpendicular and parallel momenta. The high-energy particle population
dominates the radiation spot, while the lower-energy particles in the center
can only contribute with higher pitch angles.

The radiation image as simulated by SOFT is shown in Figure 4.26, plot-
ted onto the simulated camera view shown in Figure 4.20. SOFT simulates
a rectangular detector in the field of view, with a given pixel resolution. The
resulting picture was inserted into the field of view of the camera. The radia-
tion shows a hollow spot, dominantly originating off-axis, where the runaway
electron population reaches higher energies. It is located on the high field
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Figure 4.26: The radiation from a runaway electron population on JT-60SA during
a disruption. The image simulated by SOFT (black rectangle) was inserted on the
simulated camera view of Figure 4.20.

side of the tokamak, as the larger magnetic field enhances the synchrotron
radiation effects.

The JT-60SA integrated commissioning campaign was completed at the
beginning of 2024 [139], where the EDICAM system was operational [140].
Runaway electrons were present in some of the discharges where the EDICAM
detected their presence through hard x-ray (HXR) radiation [141]. The high
energy photons generate an increased hot pixel density on the Complemen-
tary metal oxide semiconductor (CMOS) sensor, hence enabling the detection
of HXR photons, typically generated by runaway electron - wall interactions.

In the same discharge, EDICAM also detected synchrotron radiation from
runaway electrons [141]. The synchrotron radiation was preceded by large
HXR flashes, indicating the presence of runaway electrons in the discharge.
The synchrotron radiation image seen by the EDICAM shows a close resem-
blance to the synthetic image calculated by SOFT, shown in Figure 4.26.
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Figure 4.27: The synthetic synchrotron radiation image of the scattered runaway
electron population [142].

The radiation is coming from the high field side of the tokamak and has a
crescent shape, with a dark spot on the magnetic axis. These similarities are
encouraging but further investigation is required to understand the phenom-
ena seen by EDICAM in the experiment. One significant difference between
the experimental image and 4.26 is in front of the central solenoid, where
EDICAM saw stronger radiation in the experiment.

The HXR flashes prior to the synchrotron radiation and the more intense
radiation in front of the central solenoid indicate pitch angle scattering in the
runaway electron population due to some instability. This idea was further
investigated by generating synchrotron images from pitch angle scattered
runaway electron population. The high energy part of the runaway electron
distribution function was artificially distributed isotropically on pitch angles
between 0 deg and 90 deg with particle numbers conserved. The resulting
radiation image is shown in Figure 4.27 [142].

We can see the radiation from the central solenoid is more prominent
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now, showing a closer resemblance to the EDICAM images during the ex-
periment. The crescent shape of the radiation is less dominant than it was
in Figure 4.26. To achieve a closer resemblance to the experimental observa-
tion, further simulations are planned with experimental inputs from JT-60SA
discharges. The acquisition of the data is in progress.
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Chapter 5

Summary and Outlook

Runaway electrons pose a serious threat to the safety of tokamak-type
fusion devices. They can be generated due to the unique collisional properties
between charged particles in fusion plasmas, where the particle population is
more energetic than the thermal population experiences reduced drag force
due to collisions. An applied electric field can easily accelerate this high-
energy population given it is larger than the minimum collisional drag force
acting on the population.

The resulting particles gain relativistic energies on short timescales and
become runaway electrons. Runaway electron generation typically happens
in non-optimal tokamak operations, such as the uncontrolled termination of
a tokamak plasma called disruption or the formation of the plasma, when the
density is yet low, but large electric fields can be present to ensure sufficient
ionization. The generated high energy beam can pose a serious threat to the
plasma-facing components if unconfined, causing melting of the first wall, or
a localized beam can penetrate the cooling pipes of the superconducting coils
and the first wall.

Future high-current devices are at extreme risk due to the exponential
dependence of runaway electron population on plasma current. Runaway
electron generation hence has been extensively studied both experimentally
and in modeling tools, with a recent focus on the mitigation and prevention
of runaway electron generation. The present work aims to contribute to the
modeling of the runaway electron problem, focusing on the runaway electron
generation during disruptions.

This work utilized the integrated modeling concept for the simulation
of fusion plasmas. This approach aims to develop modular workflows for
complex physical simulations, where the subsets of the physical problems
are handled by separate models and these models are coupled together. The
easy communication between the various models is ensured by a standardized
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data structure for the physical quantities, which can be reached by every
code integrated into the framework. The tools developed in this approach
are graphical workflows created in Kepler where the codes are turned into
actors and coupled together.

The main advantage of this concept besides the inherent modularity is
the ensured identical initialization of the different actors inside the work-
flows as the same input is provided to each code. The integrated modeling
frameworks also allow the importation of experimental data into standardized
data structures. This enables easy benchmarking and comparison of different
models and validation of codes directly against experimental results. This
aspect was utilized by the development of a dedicated Runaway Electron
Test Workflow in the European Integrated Modeling (EU-IM) framework to
study the accuracy of analytic runaway electron models compared to the
computationally more expensive kinetic codes. The NORSE kinetic solver
with a non-linear collision operator was integrated into the EU-IM framework
to compare the already added Runaway Fluid analytic code to the kinetic
results during rapidly changing plasma evolution. The workflow results were
complemented by the LUKE bounce averaged Fokker-Planck solver using a
linearized collision operator and the DREAM disruption simulating kinetic
solver using a linearized test particle operator.

It was found that the analytic solvers underestimate the Dreicer genera-
tion rate of runaway electrons if the change in plasma parameters happens on
a short timescale. In such cases, the immediate behavior of the electron dis-
tribution function produces a large temporary runaway electron generation
which cannot be accurately described by analytic formulas. The minimum
timescale where the analytic solvers are not usable was given in terms of the
electron-electron collision times at the critical velocity of runaway electron
generation. This quantity is easily calculable and can be used to determine
the necessity of kinetic solvers in simulations and integrated modeling tools.

Integrated modeling frameworks have dominantly utilized fluid, otherwise
called reduced-kinetic runaway electron models. Kinetic modeling of run-
away electron dynamics can describe phenomena which cannot be described
by fluid models. The capabilities of integrated modeling were extended by
the addition of two kinetic models. The NORSE kinetic solver was added to
the EU-IM framework and it was used in a dedicated workflow to study the
Dreicer generation of runaway electrons. NORSE utilizes a non-linear colli-
sion operator to be able to describe scenarios where a significant portion of
the electron population is converted to runaway electrons. In such cases, the
interaction between the runaway electron population and the bulk electrons
can be significant.

The DREAM disruption runaway electron model is capable of self-consistent
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simulation of tokamak disruptions with the calculation of background plasma
parameters and fully or partially kinetic treatment of the electron population.
It was integrated into the ITER Modeling and Analysis Suite (IMAS). The
integration of DREAM was tested by a disruption simulation starting directly
from experimental results imported from the TCV tokamak, demonstrating
the capabilities of direct validation against experiments.

The main workflow developed in the integrated modeling frameworks is
the European Transport Simulator (ETS). ETS is a 1.5-D transport sim-
ulator solving 1-D transport equations at the core plasma while treating
the equilibrium and the edge plasma in 2-D. It was developed to simulate
flat-top tokamak discharges including particle and heat transport, impurity
evolution, radiation effects, equilibrium evolution and runaway electron gen-
eration. The latter is calculated by the fluid models Runaway Fluid and
Runaway Indicator.

ETS was used to simulate a self-consistent tokamak disruption based on
the ASDEX Upgrade shot 33108. The experimental data was imported into
the EU-IM framework and was used in the ETS5 version in a simulation in
two phases. First, the input data was completed in an interpretative to ensure
the consistency of the data for a self-consistent disruption simulation. The
disruption in the experiment was induced by the injection of a large quantity
of argon gas, called massive gas injection (MGI). This was simulated in ETS5
and the the runaway electron generation was demonstrated.

Further simulations were performed with the ETS version developed in
the IMAS framework. ETS6 follows the same concepts as ETS5. The same
experimental data was imported into the IMAS framework and both the in-
terpretative and self-consistent simulations were run. The time evolution
of the plasma current was benchmarked against the ASTRA-STRAHL in-
tegrated modeling tool and the experimentally measured current evolution.
The instability of ETS6 prevented full simulation of the runaway electron
plateau, but the current decay timescale was found to be in good agreement.

Finally the feasibility of the Event Detection Intelligent Camera (EDICAM)
visibly diagnostics for runaway electron detection as assessed. EDICAM is
installed on JT-60SA and a disruption was simulated by the DREAM code for
the geometry of this tokamak. The initial scenario was based on the JT-60SA
research plan with a large plasma current. This scenario was chosen to ensure
a large runaway electron population after the argon MGI-induced disruption
so the radiation calculated by the SOFT synthetic diagnostic framework is
optimal for the EDICAM system. The parameters of the EDICAM were
given to the SOFT model with the runaway electron distribution function
and the radiation of the produced runaway electron beam was calculated as
seen by the EDICAM system, hence demonstrating the applicability of the
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camera for runaway electron purposes.
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Chapter 6

Thesis statements

I. Statement

I created a workflow in the Furopean Integrated Modeling Framework
(EU-IM) to study the effects of rapidly changing electric fields on the Dreicer
generation of runaway electrons. The workflow consists of a non-linear kinetic
solver (NORSE) and a quasi-stationary analytic solver (Runaway Fluid). The
results were complemented with a bounce-averaged kinetic solver (LUKE)
and a linearized kinetic solver (DREAM). I have determined a time scale for
the change of the electric field, on which kinetic solvers are required to accu-
rately simulate the runaway electron dynamics. I have connected this time
scale to the collision time of electrons taken at the critical velocity required
for runaway electron generation. I found that analytic solvers cannot be
used to accurately capture the evolution of runaway electrons for simulations
shorter than this time scale.

I1. Statement

I developed the kinetic modeling of runaway electrons in integrated mod-
eling frameworks. I have integrated the NORSE non-linear kinetic code into
the European Integrated Modeling Framework (EU-IM) into a benchmark
workflow and used it in successful simulations. I have also integrated the
DREAM kinetic model into the ITER modeling framework (IMAS) and en-
abled direct simulations with experimental inputs. I demonstrated this by
simulating a discharge with experimental inputs from the TCV tokamak.
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IT1. Statement

I created a physical model to simulate self-consistent massive material in-
jection (MMI) induced disruptions with the European Transport Simulator
(ETS) workflow to reproduce experimental results from disruptions. I demon-
strated the capabilities of integrated modeling tools with the ETS version
developed in the European Integrated Modeling Framework (EU-IM) and
acquired physically relevant results. I have used the new ETS version, devel-
oped in the ITER modeling framework (IMAS) to benchmark the workflow
against another integrated modeling code (ASTRA-STRAHL) and validate
against experimental results with partially positive results.

IV. Statement

I simulated a disruption for the JT-60SA tokamak with the DREAM
self-consistent kinetic code and used the results to model the expected radi-
ation from the generated runaway electron beam with the SOFT synthetic
synchrotron diagnostic framework. SOFT used the parameters of the Event
Detection Intelligent Camera (EDICAM) visible camera system installed on
the JT-60SA to estimate the radiation image as seen by the camera during
a disruption. I found that the EDICAM system can be used to detect run-
away electrons during disruptions. Later, signs of synchrotron radiation were
indeed found.
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