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Chapter 1

Introduction

The fields of electronics and information technology are facing challenges
recently. Moore’s law, which predicted a steady rate of ever smaller and smaller
transistor sizes [1, 2], and hence the increase in information density, is nearing
a halt. Today’s transistors are, however, so small (a few nanometers) that this
miniaturization rate cannot be sustained due to the heat generated by the densely
integrated components as well as quantum-mechanical effects such as tunneling
existing at such small length scales. Fabrication and engineering tricks have to be
implemented to push feature sizes to the few nm range [3–5], while CPU clock
rates have been stagnating in the GHz range since the mid-2000’s [6, 7]. Moreover,
the development of artificial intelligence (AI), machine learning, and the internet
of things (IoT) is more data-intense, thus, requires more efficient and more closely
integrated computation and memory devices. As more and more activities require
computers, the energy needed to run them and cool the elements within increases
steadily [8]. To keep up with these rapidly increasing needs of today’s humanity,
new platforms are needed.

Newly emerging fields in physics may provide a solution to such problems. The
field of spintronics utilizes the spin of the electron in addition to its electric charge
[9]. Spintronic technologies have already demonstrated success in devices that, for
example, use the GMR (giant magnetoresistance) and TMR (tunnel magnetoresis-
tance) effects in magnetic field sensors, and magnetic random access memories
(MRAMs) [10]. Recently, the focus of spintronics moved to antiferromagnets
[11–20], which gave a new boost to the study of antiferromagnetic (AFM) mate-
rials. The application of such compounds could have significant benefits as (1)
the wide variety of AFM orders offers new possibilities to encode information, (2)
their THz dynamics promise great speed, and (3) the absence of net magnetization
makes them robust against stray magnetic fields. However, due to the lack of
magnetization, the detection and manipulation of the AFM order is a challenging
task, and it is not clear which form of AFM order suits the best applications.
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The magnetoelectric (ME) effect may provide an alternative approach to detect
and control the magnetic order. In these materials, the electric polarization and
the magnetism are cross-coupled allowing an efficient, electric field control of the
magnetic order. Although these two forms of long range order usually exclude each
other [21], already in the 19th century P. Curie predicted [22], the existence of ME
materials, in which a magnetic field induces electric polarization and an electric
field induces magnetization. L. D. Landau and E. M. Lifshitz showed [23], that
linear ME effect can emerge only when the inversion and time-reversal symmetries
are simultaneously broken, since the electric field and the electric polarization
are time-reversal even polar vectors, while magnetic field and magnetization are
time-reversal odd axial vectors. The linear ME effect was observed for the first
time in Cr2O3 [24] in the 1960’s, but remained under the radar for the next decades.
In the early 2000’s, it was shown in manganates [25] that in multiferroic materials
with coexisting ferroelectric and magnetic orders, the ME signal can be amplified
by several orders of magnitude. This discovery initiated a revival of the research of
ME effects [26], motivated by the interest in materials with cross-coupled order
parameters as well as by potential applications in efficient memory and logic
devices [27]. As opposed to magnetoresistive systems and current controlled
spintronic devices, the writing and reading of information could be done without
generating much Joule heat with the application of multiferroic materials [28].
Among others, my research group proposed that multiferroic materials could also
be used as optical rectifiers, since the absorption of electromagnetic waves differs
significantly for beams propagating in opposite directions [29].

Antiferromagnets (AFMs) can also host ME coupling, and have the advantage
over ferromagnets, that they are resistant to stray fields. An antiferromagnet is a
type of compensated ordering of magnetic moments first predicted by L. Néel in
his thesis [30] and was of the opinion that this phenomenon is more of a curiosity
than a useful trait that can be utilized [31]. In these kind of magnetic materials,
long range order exists, but no net moment is observable, since it is a compensated
structure. Depending on the interaction between magnetic moments, there are
many ways to form such compensated structures [32]. In the simplest case of the
so-called Néel state, it is a two-sublattice formation of spins, where the magnetic
moments M1 on one sublattice point in the opposite direction than moments M2
on the other sublattice.

A deeper understanding of the underlying physical phenomena behind poten-
tial materials for applications is key to technological advancement. My thesis
aims to contribute to that fundamental knowledge by studying unconventional
antiferromagnets, which may open novel routes for applications. Furthermore,
the emergence of the non-trivial cross-coupling effect and topological AFM spin
textures provides interesting questions also from the basic research point of view.
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These issues motivated my research equally. Specifically, I investigated the fol-
lowing compounds: a collinear AFM with a large ME effect, LiCoPO4, an AFM
proposed to host AFM skyrmions, MnSc2S4, and BiFeO3, which has several
modulated AFM states and also possesses strong ME coupling.

My thesis is organized as follows: In Chapter 2, I am going to introduce the
main theoretical concepts that are needed to understand the motivation, and the
results of my experiments. To get insights to the experimental techniques used in
the measurements, Chapter 3 describes the various probing methods that I applied
throughout my studies. Then, in Chapter 4, I present the optical spectroscopy
experiments I performed on LiCoPO4, and I show images of the antiferromag-
netic domains which I could differentiate by utilizing the nonreciprocal directional
dichroism observed in the spectroscopy data. The next chapter, Chapter 5 presents
experiments on a ME multiferroic antiferromagnet with incommensurate mag-
netic order, BiFeO3. After briefly summarizing the most important properties of
BiFeO3 from the point of view of my experiments, I show small-angle neutron
scattering data that support previous works introducing a new high-temperature
field-induced magnetic phase in the material. This is followed by the presentation
of magnetic-field dependent THz absorption spectroscopy conducted at and above
room temperature in this phase. In Chapter 6, I describe my spectroscopic inves-
tigations in the GHz range on an other noncollinear antiferromagnet MnSc2S4.
I present magnetic-field-dependent THz absorption spectra and broadband mi-
crowave absorption data recorded in the antiferromagnetically ordered, as well as
in the paramagnetic state of the compound. Finally, I summarize my work and
present my thesis points in Chapter 7.





Chapter 2

Theoretical summary

Throughout my doctoral research, I investigated antiferromagnets. They either
have nontrivial magnetic orderings, such as MnSc2S4, or are magnetoelectric, like
LiCoPO4, or both, as it is the case for multiferroic BiFeO3. In this chapter, the
reader will get a brief introduction to the theoretical concepts and the phenomena
that motivated my research. First, there is an overview of magnetic interactions.
Then, two major concepts are discussed: magnetoelectric coupling and multifer-
roicity, which are two independent phenomena, but in most cases we cannot talk
about one without mentioning the other.

2.1 Magnetic interactions

Magnetic materials have fascinated people for thousands of years. They were
used in practice since ancient times, however, their description was delayed un-
til the 20th century. Electromagnetism had already been established, magnetic
induction was well described, but the origin of magnetism had not yet been ex-
plained. A major step towards that was when the theory of quantum mechanics
was established.

As a starting point for understanding magnetism, let us consider the origin of
the atomic magnetic moment. According to Hund’s rules, determining the electron
configuration in the ground state, atoms (and ions) tend to maximize their total spin
S and then their total orbital angular momentum L. Therefore, atoms with partially
filled orbitals have a magnetic moment due to the non-zero angular momentum
of the electrons. The Coulomb interaction plays an important role in splitting the
energy levels of the many electron states having different spin states. Although the
Coulomb interaction does not explicitly depends on the spin, Pauli’s principle links
the orbital states to the spin states. As the total wave function of fermions such as
electrons is antisymmetric, a symmetric orbital part comes with an antisymmetric
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10 2.1. MAGNETIC INTERACTIONS

spin part and vice versa. In case of the two electron problem, the symmetric and
antisymmetric part of the wave function have the following form

Ψsymm(r1,r2) =
1√
2
[ϕa(r1)ϕb(r2)+ϕb(r1)ϕa(r2)] (2.1)

and
Ψa.symm(r1,r2) =

1√
2
[ϕa(r1)ϕb(r2)−ϕb(r1)ϕa(r2)], (2.2)

where ϕa and ϕb are spatial one-electron wavefunctions.
Considering two electrons on an atom, the two-electron Hamiltonian can be

written as

H= h0(r1)+h0(r2)+
1

4πε0

e2

|r1 − r2|
, (2.3)

where h0(r) =− h̄2

2m∇2 − Ze2

4πε0r is the one-electron Hamiltonian with the electronic
charge −e and electron mass m, atomic number Z, ε0 is the vacuum permittivity,
and h̄ is the reduced Planck constant. The third term in Eq. (2.3) is the Coulomb
interaction between the two electrons. The eigenenergies of this Hamiltonian

E = 2E0 +Cab ± Jab, (2.4)

correspond to the symmetric and antisymmetric wavefunctions, respectively. In
Eq. (2.4), Cab > 0 is the Coulomb integral, Jab is the exchange integral

Jab = e2
∫

ϕ∗
a (r1)ϕb(r1)ϕ

∗
b (r2)ϕa(r2)

|r1 − r2|
dr1dr2. (2.5)

Because electronic orbitals of the same atom are orthogonal, it can be shown
that the exchange integral is always positive, Jab > 0, energetically favoring the
spatial wave functions to be antisymmetric. This means that the corresponding
symmetric spin state (called triplet) with parallel spins, and total spin S = 1 will
have lower energy than the antisymmetric spin state (singlet) with total spin S = 0.
Thus, the direct exchange of atomic orbitals supports parallel ordering of spins,
which, in essence, is Hund’s first rule.

The effect of the Hamiltonian in Eq. (2.3) can be rewritten omitting an additive
constant in terms of spin operators

H=−2JS1S2. (2.6)

The Heisenberg exchange Hamiltonian introduced in Eq. (2.6) captures the inter-
action between the two electrons by the relative orientation of their spins, S1 and
S2 through a coupling constant J. When talking about electron interactions on the
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same atom, J > 0 represents Hund’s first rule, thus it is termed as Hund’s rule cou-
pling. Not restricting the discussion to single atoms and allowing non-orthogonal
electronic wavefunctions (nonzero overlap), J may contain different Coulomb
terms (on-site and inter-site Coulomb integrals, exchange, pair hopping, etc.), and
overlap integrals, and can take negative values as well. Depending on the sign of J,
the energy is minimized for parallel (J > 0), ferromagnetic, or antiparallel (J < 0),
antiferromagnetic spin configurations.

Generalizing Eq. (2.6) for a lattice where spin Si is on a lattice site Ri, and
the exchange between spins is characterized by Ji j = J(Ri −R j), the effective
Hamiltonian can be written as

H=−∑
i ̸= j

Ji jSiS j. (2.7)

If the (direct or indirect) overlap is large enough, additionally to the first neighbors
(nearest neighbors), second, third etc. neighbors (next-nearest, next-next-nearest
neighbors, etc.) can be taken into consideration for calculations. When Ji j > 0, the
interaction is ferromagnetic, for Ji j < 0, the interaction is antiferromagnetic.

The Hamiltonians in Eqs. (2.6) and (2.7) are SU(2) symmetric, i.e., do not
favor a specific spin direction, only the relative spin orientations. In a long-range
ordered state, however, the spins point to a specific direction, thus the realized
state spontaneously brakes the symmetry of the Hamiltonian. According to the
Goldstone theorem [33], this breaking of a continuous symmetry manifests in the
emergence of gapless excitations.

Taking the relativistic Dirac equation, and expanding it in terms of 1/c, a term
arises, that couples the spin and orbital moments of the electron. The relativistic
spin-orbit term in the Dirac Hamiltonian of a hydrogen-like atom, i.e., one electron
in a Coulomb potential is [34]

Hs−o =
h̄2

2m2c2
Ze2

r3 L ·S, (2.8)

where L and S are the orbital momentum and the spin operators, respectively, and
c is the speed of light. The consequence of this term in the Hamiltonian, that L and
S are no longer conserved quantities, only the total angular momentum J = L+S.
From this follows Hund’s third rule that the total angular momentum of an atom
J = |L−S| for less than half-filled, and J = L+S for more than half filled shells.

On the other hand, the ground state electronic configuration of an atom depends
also on the surrounding environment of the incomplete electron shell, for example,
in an ionic octahedron. Applying Hund’s rules to find the electron configuration in
these cases does not match with measured spin values. This surrounding inhomo-
geneous electric field is called the crystal or ligand field. The crystal field splits the
orbital levels, and may cause the quenching of the orbital moment.
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In crystals which, by their symmetry, have distinguished directions, the mag-
netic Hamiltonian is anisotropic. For example, in tetragonal crystals, where the z
axis is privileged, the exchange Hamiltonian will have the form [35]

H=−∑
i̸= j

Ji j(Sx
i Sx

j +Sy
i Sy

j +∆Sz
i S

z
j). (2.9)

This is a case for uniaxial anisotropy. For ∆ > 1, the material has an easy axis:
the z components of the spins are coupled stronger than the other two, i.e., the z
direction is preferred for the alignment of spins. In case of ∆ < 1, the coupling to
the xy plane will be stronger, thus, the material has an easy plane. The extreme
case of the uniaxial anisotropy is the Ising model, where only the Sz

i components
are coupled. For S > 1/2, the low crystal symmetry may also manifest in on-site
or single-ion anisotropy, which has the form K(Sz

i )
2 in the effective Hamiltonian

of an axial crystal, where K is the anisotropy parameter.
There can be an effective exchange interaction between magnetic moments on

different atomic sites even when the direct overlap of their electronic wavefunctions
is negligible. Then, an indirect exchange can happen via a neighboring non-
magnetic intermediary anion (e.g. O2−, F−), which is called the superexchange
center, and the interaction is dubbed the superexchange interaction. Superexchange,
similarly to direct exchange, is also a result of the Pauli exclusion principle and the
Coulomb repulsion between electrons. As an example, in MnO, the d orbitals of the
transition-metal Mn2+ ions overlap with the p orbitals of the intermediary ion O2−,
and the d-orbital magnetic moments of the transition-metal ions interact. Based
on the angle between the three ions, the exchange can be either ferromagnetic or
antiferromagnetic as described by the Goodenough-Kanamori rules: if the bond
angle θB = 90◦, the exchange is ferromagnetic, and for θB ≈ 180◦, the exchange is
antiferromagnetic [36, 37]. Another type of indirect exchange can be observed in
metals, where the exchange interaction can be mediated via conduction electrons,
known as the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction [38–40].

The particular symmetry of a system can also allow additional exchange terms:
in the absence of inversion symmetry, the Dzyaloshinskii-Moriya (DM) term be-
comes allowed (e.g., when the central O2− moves away from the axis defined by the
metal ions in case of superexchange). This term was proposed by Dzyaloshinskii
[41] and Moriya [42, 43] to explain the weak ferromagnetic moment arising in
antiferromagnets with broken inversion symmetry on bonds of magnetic ions. The
DM interaction is an antisymmetric exchange interaction that has the form

HDM = D · (Si ×S j), (2.10)

where D is the DM vector. For the direction of D, Moriya stated rules in Ref.
[43] based on symmetry considerations. The energy of HDM is minimal for
perpendicular spins.
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When multiple spin interactions of comparable magnitudes are present in a
spin-system, the preferred spin configurations of the interactions are not granted to
match. The competition of the interactions result in frustration. Their compromise
often manifests in a modulated spin configuration, such as spin helices (dysprosium,
holmium), conical (holmium, erbium) or cycloidal (BiFeO3) structures.

2.2 Multiferroics
After a new method of classifying materials introduced by K. Aizu [44], the

term multi-ferroic was coined by H. Schmid [45], referring to materials, in which
two or more ferroic states are present in the same phase. A ferroic state, in general,
is a state with q = 0 long range order (i.e., no modulation) that is switchable by a
homogeneous external field. The four primary ferroic properties are ferroelastic,
ferroelectric, ferromagnetic and ferrotoroidal. A ferroelastic material has sponta-
neous strain in its structure, that can be switched with external stress. Considering
time-reversal and inversion symmetries, this state is invariant to both of them. In
the ferroelectric state, electric polarization can be switched with the application of
electric fields. Ferroelectric order is invariant under time-reversal, but antisymmet-
ric to spatial inversion. Magnetization is switchable with external magnetic field in
a ferromagnet. Ferromagnetism is antisymmetric under time-reversal, but remains
invariant upon spatial inversion. A relatively new concept, ferrotoroidicity com-
pletes the listing of ferroic orders, being antisymmetric both under time-reversal
and spatial inversion. Its order parameter, the toroidal moment [46] emerges from
a vortex-like alignment of magnetic moments analogous to the magnetic moment
induced by a current loop, but can be thought of also as the cross-product of local
polarization and magnetization. In this last case, the control field is a combination
of crossed magnetic and electric fields.

Nowadays, the term multiferroic is used for materials showing electric polar-
ization and some kind of magnetic order (not only ferromagnetism). In this thesis,
I also follow this definition as shown by the red hatched area in Fig. 2.1. The
combination of a large electric polarization and a magnetization in a single phase
is highly desirable to achieve cross-coupling between these properties, however, it
is not very common [21]. The materials hosting these two orders are classified by
the origin of the ferroelectric polarization [52]. Type-I multiferroics are materials,
in which magnetism and ferroelectricity have different origins and principally
appear to be independent of each other. Usually, as temperature decreases after
solidification, it is the ferroelectric order that appears first, e.g., in BiFeO3, which
will be discussed more in detail in Chapter 5. In contrast, the magnetic order itself
induces ferroelectric polarization in type-II multiferroics. Consequently, the cou-
pling between the two orders is strong, but the ferroelectric polarization is usually
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Ferroelectric Magnetically
ordered

Paraelectric Paramagnetic

Cr2O3
LiCoPO4

BiFeO3
Fe3O4

Figure 2.1: Classification of magnetoelectric and multiferroic materials. Para-
electrics are electrically polarizable materials, whose subset is ferroelectric ma-
terials that possess spontaneous switchable polarization. Magnetically ordered
materials are a subset of paramagnets, allowing ferromagnetic, ferrimagnetic and
antiferromagnetic orders. Multiferroic materials are in the intersection of the circles
representing magnetically ordered and ferroelectric materials (red hatched region).
The black hatched area represents materials where linear ME effect is observed,
which are not necessarily multiferroic. Some examples for the most important
cross-sections: Cr2O3 [47] and LiCoPO4 [48] are antiferromagnetic ME materials,
but have no net electric polarization. Magnetite Fe3O4 [49, 50] is a ferroelectric
ferrimagnet showing ME coupling. BiFeO3 is an antiferromagnetic ferroelectric,
that also shows ME effects. Venn diagram is based on Ref. [51].
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weak. Orthorhombic manganites, RMnO3 with spin spiral order are prototypes of
type-II multiferroics.

Type-I multiferroics can be further categorized considering the mechanism
leading to their ferroelectricity, as shown in Fig. 2.2 (a)–(c). First, ferroelectricity
may be induced via the lone-pair mechanism [2.2 (a)]. A prominent example for the
emergence of polarization due to lone pairs is BiFeO3. The Bi3+ ions have two 6s
electrons that are not involved in chemical bonds. These are the so-called lone pairs,
which are well polarizable and create a local dipole by ordering in one direction.
Secondly, polarization can arise from purely geometric reasons too [2.2 (b)]. For
example, in h-RMnO3, a unit-cell trimerizing lattice distortion [56, 57] is what
leads to a ferroelectric phase transition. Charge ordering can also be responsible for
electric polarization [2.2 (c)]. Valence electrons localized on a superlattice breaking
inversion symmetry may lead to ferroelectricity as hypothesized in LuFe2O3 [58].

The different spin-dependent mechanisms that can induce electric polarization
in type-II multiferroics are illustrated in Fig. 2.2 (d). The non-centrosymmetric na-
ture of a spin structure, e.g., a spin-cycloid can induce polarization via the so-called
inverse Dzyaloshinskii-Moriya (DM) interaction. This mechanism corresponds
to the energy gain of distorting a bond connecting non-collinear spins. Magnetic
frustration can lead to the formation of a spin cycloid, thus, frustrated systems with
non-collinear order are good candidates when looking for type-II multiferroics.
Contrasting the above mentioned spin-cycloids, in collinear magnets, a Heisenberg-
like exchange striction can cause charge displacements [59]. A third phenomenon
leading to ferroelectric polarization, which is irrespective of the non-collinearity
of the spin order, is the spin-dependent p−d hybridization. Spin-orbit coupling
(SOC) can influence a locally polar bond between the transition metal having the
spin and the ligand site which hybridize based on the spin direction.

As an outlook, I mention that there exist so-called composite multiferroics,
one group of which are hybrid systems of ferromagnetic magnetostrictive and
ferroelectric piezoelectric components either in granular or in layered form. In
these composites, strain is induced in the magnetic layer by a magnetic field via
magnetostriction. Then, this strain is transferred to the piezoelectric component,
where this strain induces a voltage [55].

The existence of multiple ferroic orders in a single phase can serve with
unique advantages, especially in the case of ferroelectricity and magnetism. A
coupling between those two orders (black hatched area in Fig. 2.1), the so-called
magnetoelectric (ME) coupling may open new doors for applications.
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(a) Lone-pair mechanism

(b) Geometric ferroelectricity

(c) Charge ordering

(d) Spin-dirven mechanisms
Inverse Dzyaloshinskii-Moriya interaction

Exchange striction

Spin-dependent p-d hybridization

Figure 2.2: Summary of mechanisms inducing ferroelectric polarization in a multi-
ferroic material. (a) Polarization emerging in BiFeO3 as a result of the lone-pair
mechanism. The two electrons of Bi3+ ions shift along the body diagonal. (b)
in h-RMnO3, MnO5 pyramids tilt and deform, thus displacing the rare-earth ion,
resulting in an electric polarization. (c) Charge ordering between nonbalanced Fe2+

and Fe3+ sites can lead to spontaneous polarization. (d) Spin-driven mechanisms
of emergent ferroelectricity [53, 54]. Top: a non-centrosymmetric spin-structure
allows the emergence of a polarization via the inverse DM interaction. Middle:
Symmetric spin-exchange can lead to magnetostriction, resulting in polar distor-
tions. Bottom: Chemical bonds can be modulated by the orientation of the spin of
the participating transition metal ion, developing spontaneous polarization parallel
to the bond direction. Figure adapted from Ref. [55].
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2.3 Magnetoelectric effect
In a material, a magnetic field can cause magnetization proportional to the

magnetic field. This linear response function, the magnetic susceptibility χm is a
characteristic of the material. In general, χm is a tensor, meaning that the suscepti-
bility of a sample may depend on the relative orientation of the crystallographic
directions and the direction of the external magnetic field

Mi = χ
m
i j H j. (2.11)

Following this, longitudinal and transverse susceptibilities can be defined. In the
former case, magnetization is measured as a response to a small magnetic field
applied parallel to a large external field, while in the latter, the probing and the bias
magnetic fields are perpendicular to each other.1

In some materials, magnetic field can not only induce magnetization, but also
electric polarization. This phenomenon, the magnetoelectric effect is discussed
below, the essence of which was first predicted by P. Curie [22] stating that
magnetization M can be induced by an electric field E, and simultaneously, electric
polarization P can be induced by a magnetic field H. This unusual response can be
derived from the Landau free energy expansion

F(E,H) =F0 −PS
i Ei −µ0MS

i Hi−

− 1
2

ε0χ
e
i jEiE j −

1
2

µ0χ
m
i j HiH j −

√
ε0µ0χ

me
i j EiH j − ..,

(2.12)

where PS and MS are the spontaneous polarization and magnetization, and χ̂e and
χ̂m are the dimensionless electric and magnetic susceptibility tensors, respectively,
ε0 is the vacuum permittivity, µ0 is the vacuum permeability, and 1/

√
ε0µ0 = c,

the speed of light. The tensor χ̂me is the dimensionless linear ME susceptibility.
By differentiating with respect their respective conjugate fields, we obtain the
polarization

Pi(E,H) =− ∂F
∂Ei

= PS
i + ε0χ

e
i jE j +

√
ε0µ0χ

me
i j H j + ... , (2.13)

and the magnetization

Mi(E,H) =− 1
µ0

∂F
∂Hi

= MS
i +χ

m
i j H j +

√
ε0

µ0
χ

me
ji E j + ... , (2.14)

1At this point it is worth noting that in experiments, the applied magnetic field is often given by
the magnetic induction (or flux density), B in units of [T]. In free space the two differ by a constant:
B = µ0H, where H is the magnetic field in units of [A/m] and µ0 is the vacuum permeability.
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and see that via χ̂me, the electric polarization and the magnetic field are connected,
just as magnetization and electric field. It is important to note the existence of
higher-order susceptibilities, however, most research is focused on the linear ME
term, and thus the adjective "linear" is often omitted.

In spite of being predicted by P. Curie in 1894 [22] and preliminary observations
of similar effects in moving media [60, 61], the first observation of true static ME
effect was in Cr2O3 by D. N. Astrov in 1960 [62], showing a coupling constant
χme

zz /c = 4.13 ps/m. The experiment confirmed the prediction of I. Dzyaloshinskii
[63] who pointed out first that the linear magnetoelectric effect is allowed only in
materials where time-reversal and inversion symmetries are simultaneously broken.
This is a necessary condition as electric and magnetic fields transform oppositely
under these symmetries and the free energy must be invariant. In his seminal
paper, Dzyaloshinskii also suggested Cr2O3 as a candidate to verify the presence
of the ME effect as its long-range antiferromagnetic order not only breaks time-
reversal but also the inversion symmetry. The larger the ME coupling constant,
the larger the induced polarization in the compound, which makes it the more
desirable for applications. Materials where electric fields can not only modulate
the magnetization but can facilitate switching between different magnetic states are
extremely appealing for memory and logic devices. In this respect multiferroics
with coupled ferroelectric and magnetic order are particularly interesting as they
may allow the construction of low-dissipation, voltage controlled devices [27].

The electric and magnetic dipole moments are entangled not only in the static
limit but they have coupled dynamics as well. This dynamic ME effect, the
magnetization (polarization) induced by an oscillating electric (magnetic) field is
expressed as

∆Mω
i =

√
ε0

µ0
χ

me
i j (ω)Eω

j , (2.15)

and
∆Pω

j =
√

ε0µ0 χ
em
ji (ω)Hω

i , (2.16)

where χme(ω) and χem(ω) are the ME susceptibility tensors. Numerous opti-
cal phenomena are the consequences of the extension of ME coupling to finite
frequencies [64].

One manifestation of the ME effect is the so-called nonreciprocal directional
dichroism (NDD). Experiments that I present in this thesis also focus on this ME
effect. NDD is the nonreciprocal absorption of counter-propagating light beams.
This effect can be understood in the following simplistic way. It is an interplay of
electric and magnetic dipoles simultaneously excited in a magnetoelectric com-
pound. The oscillation of the polarization is induced by the electric component
of the light via the electric susceptibility as well as the magnetic field via the ME
susceptibility χme(ω). Since the relative sign of the electric and magnetic fields are
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reversed when the light propagation is reversed, these two contributions either add
up or subtract leading to a propagation dependent refractive index and absorption
coefficient. The same reasoning holds for the oscillating magnetization as well.
Thus, the transmitted intensity depends on the direction of the illuminating light
beam, even for unpolarized light.

The dynamical susceptibility tensors can be calculated from the Kubo formula
[65, 66]

χ
me
i j (ω) =

2
h̄ ∑

n

ωn0 Re{⟨0|mi|n⟩⟨n|e j|0⟩}+ iω Im{⟨0|mi|n⟩⟨n|e j|0⟩}
ωn0 −ω2 −2iωδ

(2.17a)

χ
em
i j (ω) =

2
h̄ ∑

n

ωn0 Re{⟨0|ei|n⟩⟨n|m j|0⟩}+ iω Im{⟨0|ei|n⟩⟨n|m j|0⟩}
ωn0 −ω2 −2iωδ

, (2.17b)

where |0⟩ is the ground state, |n⟩ are the excited states, and the excitation energy to
reach from the ground state is h̄ωn0, both by means of magnetic mi and electric e j
dipole operators. The susceptibilities can be split to parts proportional to the real
and imaginary parts of the matrix elements noted with ′ and ′′, respectively. The
real part changes sign, while the imaginary part is invariant under time-reversal.
The Kubo formula connects χ̂me and χ̂em:

χ
me
i j (ω) = χ

′
i j(ω)+χ

′′
i j(ω) (2.18a)

χ
em
i j (ω) = χ

′
ji(ω)−χ

′′
ji(ω). (2.18b)

In the DC, ω = 0 case, the imaginary part of the matrix element vanishes, and thus
χme

i j (0) = χem
ji (0).

The off-diagonal components of χme
i j (ω),(i ̸= j) determine the NDD [29, 65,

67]. The absorption difference is nothing else but a difference in the index of
refraction (N±) of a material for opposite directions of light propagations (±k).
When the sample is thin enough that the light polarization is conserved during
transmission, N± can be approximated as [65, 66, 68–71]

N±(ω)≈
√

ε j jµii ±
1
2
[χme

i j (ω)−T{χ
me
i j (ω)}], (2.19)

where T stands for the time-reversal operation. The imaginary part of N propor-
tional to the absorption coefficient α (N = n+ iκ , α = 2ωκ/c) will be different for
N+ and N−. NDD is the resultant difference in absorption for counter-propagating
light beams:

∆α = α+k(ω)−α−k(ω). (2.20)

With application of the Kramers-Kronig relations, the static ME susceptibility can
be connected to the directional dichroism spectrum as a sum rule [72]

χ
me
i j (ω = 0) =

c
2π

P
∫

∞

0

∆α(ω)

ω2 dω. (2.21)
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This sum rule states that the NDD of low-frequency (low-energy) excitations
govern the static ME effect, high-energy contributions are cut off by ω2 in the
denominator.

An extreme case of NDD is the one-way transparency when the absorption
vanishes for one propagation direction, but it remains finite for the opposite direc-
tion. As the ME effect can be often controlled by switching the magnetic states
using electric or magnetic fields, materials showing NDD may serve as switchable
optical diodes [29] or directional couplers.

Several other optical effects are also a consequence of the ME coupling. Gy-
rotropic birefringence (GB), for example, is the opposite rotation of polarization
for counter-propagating light beams [73, 74], also an optical ME effect. Jones
birefringence is induced by parallel electric and magnetic fields perpendicular
to the light propagation direction results in absorption difference of ±45◦ light
polarizations [75]. Nonreciprocal rotation of reflected light (NRR) [47] is much
like the magneto-optical Kerr effect, i.e., the polarization rotation of reflected
light, except it is not attributed to the net magnetization of the material. In chiral
materials, natural optical activity such as natural circular dichroism (NCD) and
optical rotatory dispersion (ORD), the frequency dependent rotation of the light
polarization are related to the ME effect, in particular to χ ′′

i j(ω) [76].



Chapter 3

Measurement techniques

3.1 Spectroscopy of electromagnetic radiation

Spectroscopy, in general, is the energy resolved measurement of physical
properties. For example, when the light absorption is determined at a wide range of
discrete frequency points, the absorption spectrum is obtained. In my thesis, I used
electromagnetic radiation in a broad spectral range from microwave (RF), THz,
infrared (IR) to visible (VIS) in order to study excitations in magnetic materials. I
summarized the different units used in optical, infrared and RF spectroscopy in
Table 3.1 together with the typical excitations appearing in the different ranges.

3.1.1 Dispersive spectroscopy

This dispersive type spectroscopy is based on the frequency selective separation
of light. A grating can be useful in many instruments, e.g. in spectrographs,
laser tuners, laser pulse modification, or monochromators. For spectroscopy, the
intensity of the monochromatic light leaving the monochromator is measured. The
frequency separation can be achieved with a prism, or with a diffraction grating.
The simplest realization of a diffraction grating is a microscopic series of parallel
slits or grooves, depending on whether it is a transmission or reflection arrangement.
The components of white light reaching these structures, diffract (have constructive
interference) at different angles determined by the individual wavelength of the
components.

If α is the angle of incidence, β is the angle at which the diffracted light leaves
the grating with respect to the grating’s normal as depicted in Fig. 3.1, the condition
for constructive interference can be written as:

d(sinα − sinβ ) = mλ , (3.1)

21
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Visible (VIS) Infrared (IR) Microwave (RF)
wavelength 400 – 750 nm 750 nm – 1 mm 1 mm – 1 m
frequency 700 THz – 400 THz 400 THz – 300 GHz 300 GHz – 300 MHz

wavenumber
25,000 –
14,300 cm−1 14,300 – 10 cm−1 10 – 0.01 cm−1

photon
energy

3 eV – 1.7 eV 1.7 eV – 1.24 meV
1.24 meV –
1.24 µeV

excited
degrees of
freedom

electron excitations

• molecular
vibrations

• phonons

• spin-wave
excitations

• molecular
rotations

• magnetic
resonance

Table 3.1: Conversion across units in different ranges of the electromagnetic
spectrum.

where d is the distance between the grooves, λ is the wavelength of the incident
light, and m is an integer. Since constructive interference can happen at multiple
angles, the value of m determines the order of the diffraction: at m = 0, light is
directly reflected back or transmitted. First order diffraction happens at m = 1,
second order at m = 2 and so on, as illustrated in Fig. 3.2 (a). The diffraction
orders can overlap with each other in case of using broad band illumination as
shown in Fig. 3.2 (b). The frequency range for which no overlap occurs, is called
the free spectral range. The overlapping can be dealt with by applying high-pass
optical filters to filter out unwanted frequencies, or using detectors with different
sensitivity ranges.

The resolution of a diffraction grating is quantified by the resolvance, that de-
fines the smallest resolvable wavelength difference, that is R = λ/∆λ . According
to the so-called Rayleigh criterion, two wavelengths are resolved when the diffrac-
tion maximum of λ coincides with the diffraction minimum of the wavelength
λ +∆λ , giving the theoretical limit for resolution

R =
λ

∆λ
= mN, (3.2)

where N is the total number of grooves. The highest achievable resolution in
instruments for a given signal-to-noise ratio is generally limited by optical aber-
rations, and the slit width. The angular dispersion ∆β/∆λ , i.e. the change in
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Figure 3.1: Schematic illustration of a light beam reflected from a diffraction
grating, with sign conventions indicated. Figure reproduced from Ref. [77].
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Figure 3.2: (a) Diffraction peak orders for a monochromatic light incident on a
diffraction grating. (b) White light diffracted from a grating. Figure reproduced
from Ref. [77].
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the diffraction angle corresponding to a small change in the wavelength can be
calculated by differentiating Eq. (3.1) with respect to the wavelength, assuming the
angle of incidence α is fixed

d · cosβ ·∆β = m ·∆λ , (3.3)

from which
∆β

∆λ
=

m
d · cosβ

. (3.4)

Multiplied by the output focal length, we get the linear dispersion

∆L
∆λ

= f · m
d · cosβ

. (3.5)

The reciprocal (linear) dispersion is used more commonly, which gives the wave-
length dispersion in nm per 1 mm (nm/mm) of the slit width ∆L. This quantity is
usually listed in the properties of the grating at the blaze wavelength.

Blaze wavelength of a grating is the wavelength that is diffracted with the
highest efficiency, i.e., where the diffracted light is the brightest. Absolute diffrac-
tion efficiency is the ratio of the diffracted light intensity of the incident light
intensity, while relative diffraction efficiency is the absolute diffraction efficiency
divided by the reflectance of the grating’s coating material. The efficiency of the
grating depends on the polarization of the incident light. For s-polarization, the
grooves of the grating are perpendicular to the oscillating electric field of the light,
and large fluctuations are present in the efficiency. For p-polarization, where the
oscillating electric field and the grooves are parallel, high efficiency with little to
no fluctuations can be observed.

In my measurements, I used a Newport Cornerstone 260 monochromator [77]
whose optical configuration is shown schematically in Fig. 3.3, with a halogen
lamp as a light source. Equipped with multiple ruled gratings, the wavelength
range for my measurements was between 400 and 1700 nm.

3.1.2 Fourier transform infrared (FTIR) spectroscopy
In principle, grating spectrometers can operate at longer wavelength as well,

however, they are less commonly used in the infrared range as thermal sources emit
less at longer wavelength and it is inefficient to scan the spectrum step-by-step. A
Fourier transform infrared (FTIR) spectrometer has the advantage of measuring at
all wavelengths simultaneously which is known as Fellgett’s or multiplex advantage
[78]. This does not only makes measurements faster, but also more sensitive, since
more scans can be averaged together to reduce noise. Another advantage of FTIR
compared to grating spectrometers is their higher brightness for a given spectral
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Figure 3.3: Optical configuration of the Cornerstone 260 instrument. Figure
reproduced from Ref. [77].

resolution, which is the so-called Jacquinot’s, or throughput advantage. Finally,
as opposed to the mechanical movement of diffraction gratings, the wavelength
in an FTIR is calibrated by an internal reference laser that passes through the
interferometer, termed as wavelength accuracy or Connes’ advantage.

A Fourier transform spectrometer is based on an interferometer. In Fig. 3.4 (a),
the Michelson interferometer configuration is shown, consisting of a(n infrared)
light source (S), whose collimated light is split by a beamsplitter (BMS). One beam
goes to a stationary mirror (M1), and the other to a moving mirror M2. The reflected
beams meet again at the beamsplitter with a phase (path) difference introduced
by the time-delay of the moving mirror. The recombined beams interfere with
each other, and this beam goes through the sample (SP), then gets measured by the
detector D. The interferogram, which is the light intensity as a function of the path
difference, measures the autocorrelation function of the beam.

If the light source is monochromatic (e.g. a laser), then the sum of the split
beams (the interferogram) will result in a sinusoidally varying intensity at the
detector as a function of path difference. In Fig. 3.4 (b), such interferograms are
shown for six different frequencies. According to the Wiener–Khinchin theorem,
the Fourier-transform of the auto-correlation function, i.e. interferogram is equal
to the spectrum of the light source, as described by Eq. (3.6).

F
(∫

∞

−∞

f (t) f ∗(t + τ)dt
)
= |F( f (t))|2 = | f̃ (ω)|2 (3.6)

For a white-light source, the recombination of the time-delayed beams will result
in a sinusoidally varying interference pattern for all frequency components at the
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Figure 3.4: (a) Michelson interferometer of an FTIR spectrometer. The light from
the source (S) is collimated, then split by a beamsplitter (BMS). The reflected part
of the beam goes to a stationary mirror (M1), the transmitted part to a moving mirror
M2. The split beam recombines again at the BMS, goes through the sample SP
and then is focused on the detector D. (b) Interferograms from six monochromatic
sources, shifted vertically for better visibility. (c) Interferogram of the sum of the
frequencies on panel (b), illustrating the interferogram of a polychromatic source.
Adapted from Ref. [79].

same time, and their sum will be the interferogram measured by the detector. In
Fig. 3.4 (c), the interference patterns of all the frequencies shown on panel (b) are
summed up, thus simulating the interferogram of a polychromatic source.

The spectral resolution of an instrument is limited by the maximum time-delay
introduced by the moving mirror, meaning that instead of the integration going from
−∞ to ∞ in Eq. (3.6), a rectangular window from time-delay −τ to +τ is applied.
This delay affects the width of absorption peaks, and thus how fine structures can
be resolved. A practical method is to interpolate in frequency space, the so-called
zero-padding, where zeros are added to the interferogram at large time-delays,
making the rectangular window artificially wider. For the poling experiments
on LiCoPO4, I used a Varian 670 IR type spectrometer with an external InGaAs
semiconductor detector in our laboratory in Budapest. The frequency range of the
spectrometer depends on the material of the changeable beamsplitter inside. I used
beamsplitters made of KBr and CaF2, which together cover the spectral range from
roughly 0.05 to 1.2 eV.

The Michelson interferometer has a number of features, that cause issues in its
performance. The beamsplitter is made from a dielectric, whose efficiency goes
to zero at low frequencies. The thickness of the dielectric introduces a periodic
oscillation in the intensity of the interferometer output, resulting in frequency
regions with zero or nearly zero intensity [80]. Furthermore, as with diffraction
gratings, the efficiency of the dielectric beamsplitter differs for s and p polarization
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of the light as described by the Fresnel-formula [81].

A specialized FTIR spectrometer is the Martin-Puplett interferometer [82],
where instead of a half-transparent dielectric mirror a wire-grid is used as a beam-
splitter and the moving mirrors are rooftop mirrors instead of regular mirrors. The
wire-grid polarizer is nothing else, but a series of thin metallic wires stretched at
a distance d from each other. As the light reaches the wire-grid, the electric field
that is parallel to the wires, induces a current along them. For this direction, the
wires act as reflecting surfaces, mirrors. For the electric field that is perpendicular
to the wires, they remain transparent. Rooftop mirrors are such mirrors, that flip
the polarization state of a 45◦ linearly polarized incoming beam by 90◦, where it is
worth noting that pure s and p polarizations remain unaffected. These modifica-
tions allow the coverage of a wide frequency range, from below 2 cm−1 to above
100 cm−1 without varying efficiency and background levels.

The Martin-Puplett interferometer geometry is shown in Fig. 3.5. The incident
light from the source S is collimated, and goes through the first polarizer, POL1
(wires aligned [001]), after which the light is polarized along the [010] direction,
meaning Eω ∥ [010]. Then it reaches the 45◦-aligned wire-grid, that serves as the
beamsplitter BMS. This beamsplitter not only separates the light beam to two paths,
but also separates two polarization states. The reflected part, denoted by A in Fig.
3.5, will be polarized along [101]. The transmitted part, denoted by B, will be [011]-
polarized. Following the path A first, it reaches the stationary rooftop mirror RM1.
These type of mirrors have two perpendicular surfaces, the edge, where they meet
is called the ridge. RM1 and RM2 have their ridge parallel to [001]. The light that
reaches the rooftop mirror, can be separated into polarization components along
and perpendicular to the ridge. The component which is parallel to the ridge, stays
intact upon the reflection from the two surfaces. The perpendicular component will
be rotated by 180◦ after the reflections. Adding up the two polarization components
after the reflections, the incident polarization state will be rotated by 90◦. For
the case of path A, this means that it leaves RM1 polarized along [101], and goes
though the beamsplitter to POL2. Path B can be followed similarly, to then meet A
after reflection from the BMS. The recombined beam passes through POL2, then
the sample (SP). Beams A and B are orthogonally polarized, and before POL2, the
recombined light is elliptically polarized because of the introduced wavelength-
dependent phase difference by RM2. The alignment of POL2 with respect to POL1
provides the intensity modulation at the detector. The intensity is maximal when
the two polarizers are parallel, and minimal when the two polarizers are crossed.

For my magnetic-field-dependent THz absorption measurements performed
on BiFeO3 and on MnSc2S4, I had the opportunity to use a Martin-Puplett-type
ScienceTech SPS200 spectrometer in the National Institute of Chemical Physics
and Biophysics (KBFI), Tallinn, Estonia. The frequency range of the spectrometer
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Figure 3.5: Configuration of a Martin-Puplett type FTIR setup. The light from
the source (S) is collimated and polarized, then split by a 45◦-aligned beamsplitter
(BMS). The reflected part of the beam is colored red, and noted with A, while
the transmitted part is colored blue, and noted with B. After reflection from the
beamsplitter, light beam A goes to a stationary rooftop mirror (M1), which rotates
the polarization state by 90◦. From M1, the beam goes through the beamsplitter.
Following now beam B, after transmission from the beamsplitter, it is reflected
from a moving rooftop mirror, which, on top of rotating the polarization, also
introduces a path difference x between beam A and B. The reflected beam B also
gets reflected from BMS, and meets beam A. The recombined beam passes through
the polarizer POL2, and the sample SP, then is focused onto the detector. Adapted
from Ref. [79].
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Figure 3.6: (a) Schematic drawing of the TeslaFIR setup. Magnet PS is the magnet
power supply, T-controller is the temperature controller. (b) Voigt configuration
with light propagating perpendicular to B. (c) Faraday configuration with light
propagating parallel to B, the static field. The sample, symbolized with a blue
ellipse, is at the center of the magnet. Adapted from Ref. [79].

spans from 75 GHz to 6 THz. The spectrometer can be used in two setups. One
is with an Oxford TLE200 wet dilutional refrigerator, called MilliK. For my sub-
Kelvin measurements on MnSc2S4, I used that system. The other setup is the
so-called TeslaFIR setup, drawn schematically in Fig. 3.6 (a), with which my
measurements of BiFeO3 were performed. There, the light from the spectrometer
is guided through a 4He cryostat with a superconducting solenoid inside. The
available magnetic field range goes from −17 T to 17 T, the sample temperature
can be varied from 2.5 K up to even 400 K. There is also an option to apply DC
voltages to the sample up to 1 kV/cm. Measurements can be performed either in
Faraday or in Voigt configuration. The two possibilities are shown in Fig. 3.6 (b)
for Faraday, and (c) for Voigt. In Faraday configuration, the light propagates along
the static magnetic field, whereas in Voigt configuration, achieved with mirrors on
the probe, the light propagation is perpendicular to the static magnetic field.
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3.1.3 Data evaluation in visible and infrared experiments
The spectroscopy methods detailed above do not provide absolute measure-

ments. The obtained signal on the detector depends on numerous factors, such
as the spectrum of the source, the aperture shape, reflection from optical parts, or
simply the presence of air in the light path. To be able to analyze data measured
on the sample, a reference measurement is needed too. A reference can be a
measurement with an empty sample holder, but based on technical constraints or
desired parameter dependence, a reference can be a measurement on the sample in
a specific condition, at a specific temperature or magnetic field value. The ratio of
a pair of sample and reference measurement will give us the transmission (or the
transmission difference)

T =
Isample

Iref
, (3.7)

where Isample is the measured spectrum through the sample, Iref is the spectrum
of the reference. Assuming Iref is the spectrum of an empty hole identical to the
aperture at the sample, and the energy loss is dominated by the absorption in the
sample, the absorbance α is obtained

α =−1
d

lnT , (3.8)

where d is the sample thickness. Here, reflection losses and interferences due to
multiple reflections are neglected. If the two hole shapes are not exactly the same,
α will have a frequency dependent baseline. The multiple reflections inside the
sample, especially if it is a plane-parallel sample, will result in an oscillation in
the baseline, as a consequence of interference. From these oscillations, we can
estimate the index of refraction of the sample

1
n
= 2d∆k, (3.9)

where ∆k is the wavenumber difference of two interference maxima in the spectrum.
The convention used in optics is k = 1

λ
, as opposed to k = 2π

λ
used generally in

solid state physics.
If the sample itself in different conditions is used as a reference, the differential

absorption ∆α can be calculated. For example, in a magnetic sample, a spectrum
recorded above the ordering temperature, at Tref, can be used as a reference

∆α(T ) = α(T )−α(Tref) =−1
d

ln
(

I(T )
I(Tref)

)
. (3.10)

Alternatively, the reference spectrum can be obtained statistically from a series of
for example, magnetic field dependent measurements. For that, the starting point
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is again, a differential absorption spectrum, in which now, a measurement at a
specific field value, usually the zero-field value, serves as a reference ∆αB(B) =
α(B)−α(Bref) =− 1

d ln
(

I(B)
I(Bref)

)
. After this step, negative peaks will appear in the

remaining spectra at the absorption peak frequencies of the reference spectrum.
This inconvenience is taken care of by creating a baseline, that is essentially the
recovery of the absorption spectrum at the reference field ∆α0. This can be done
by either taking the minimum value of the ∆αB(B) spectra at each frequency point,
or by taking the median of the set of ∆αB(B)’s at each frequency point, both of
these resulting in −∆α0. The final spectra are calculated as

∆α(B) = ∆αB(B)+∆α0. (3.11)

The advantages of this method are, among others, is obviously that is does not
require a reference hole, moreover, it can reveal weak features in the spectra.
This method is not sensitive to features that are independent of the magnetic field.
Additionally, this approach assumes that the resonances shift more in the field than
their full width at half maximum.

3.1.4 Broadband microwave spectroscopy

If we want to probe low-energy excitations of solids, lower than the lowest
provided by THz techniques, microwave techniques have to be utilized. However,
microwaves have such a long wavelength, that free standing optical parts cannot
be used efficiently, and the focal spot would be too large to focus on a small
sample. Instead, microwaves confined in coaxial cables, waveguides or cavities are
employed.

The probing of (anti)ferromagnetic resonance (A)FMR is an experimental
technique, which has been utilized for a long time [83]. The magnetization of a
sample is probed by the oscillating magnetic field of microwaves generated by a
microwave source. In classical cavity measurements, the sample is placed in a
resonant microwave cavity, which is coupled to the microwave source, creating a
standing wave inside the cavity. When the (A)FMR resonance condition is met,
there is a strong increase in the absorbed power. This is measured by the reduction
of the reflected power. This conventional method has the obvious disadvantage
of the fixed operational frequency. To have a comprehensive dataset, either a
set of resonators is needed, each with a separate sample, or putting one sample
into a number of resonators, which is very time consuming. These issues can
be overcome with nonresonant broadband solutions. With help of a continuous
microwave source and a sample put on a waveguide, broadband (A)FMR can be
obtained.
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Figure 3.7: (a) A coplanar waveguide (CPW) consisting of the central signal line
of width S, with two ground planes separated by W on a dielectric substrate of
thickness h with dielectric constant εr. (b) The oscillating magnetic (dashed lines)
and electric (solid lines) field lines drawn on the cross section of the CPW in panel
(a). Figure reproduced from Ref. [84].

The coplanar waveguide (CPW) [85] is a type of transmission line, where the
central conductor line of width S is separated from two ground planes at a distance
W , all being in the same plane on a dielectric substrate with relative permittivity εr.
The geometry is shown in Fig. 3.7 (a). In Fig. 3.7 (b), the electric and magnetic
field lines are shown in quasi-static approximation. At low frequencies, the wave
propagation can be approximated with a transverse electromagnetic (TEM) wave,
but at high frequencies, a longitudinal component of the magnetic field exists,
causing the wave propagation to be non-TEM [84]. The precise geometry of the
waveguide depends on the parameters suitable for the particular measurement, but
optimally the characteristic impedance of the waveguide can be set to Zc = 50Ω

for a broad frequency range. As a rule of thumb, for measuring small samples,
smaller CPW geometries are desired to maximize the filling and strength of the
probing signal.

In waveguides, it is more useful to introduce scattering parameters, or shortly,
S-parameters, that relate the amplitude of the incident and reflected electromagnetic
waves. In microwave networks, the access lines to any component that consist of a
pair of terminals are called ports. For an N-port network, where the amplitude of
the voltage wave incident on port n is V+

n , while the reflected voltage wave from
port n has the amplitude V−

n , the scattering matrix relates them as [86]
V−

1
V−

2
...

V−
N

= S


V+

1
V+

2
...

V−
N

=


S11 S12 . . . S1N

S21 S22
...

... . . .
SN1 . . . SNN




V+
1

V+
2
...

V−
N

 . (3.12)
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Figure 3.8: A sample put on a coplanar waveguide (CPW) can be considered as a
segment of a CPW with different characteristic impedance Z, electric permittivity
ε and magnetic permeability µ .

A particular element of the S-matrix can be calculated as

Si j =
V−

i

V+
j

∣∣∣∣∣
V+

k =0;k ̸= j

, (3.13)

when all incident waves on all ports except on port j are set to zero. From
Eq. (3.13) follows, that Sii is the reflection coefficient at port i, while Si j is the
transmission coefficient from port j to i. From this point on, let us consider two-port
microwave networks. They are used most often in practice, and enough to measure
all four S-parameters for a single transmission line like a CPW. The parameter

S11 =
V−

1
V+

1
gives the reflected voltage, while S21 =

V−
2

V+
1

will give the ratio of the

incident voltage on port 1 V+
1 transmitted to port 2 V−

2 . In an ideal case, the CPW
in the network has a characteristic impedance of Z0 = 50Ω , thus no reflections are
observable, S11 = S22 = 0, S12 = S21 = 1. A sample put on a CPW can be thought
of as a lumped element put on the CPW, that will modify the impedance of the
circuit to Z(ω), illustrated in Fig. 3.8. The reflection can be calculated simply with
the impedances as

S11 =
Z(ω)−Z0

Z(ω)+Z0
. (3.14)

When there is a lossy element in the circuit, the incident power will be equal
to the sum of the reflected, transmitted and dissipated (absorbed) power. If the

incident power is Pin =
(V+

1 )2

2Z0
, then with help of the scattering parameters, the

power equation can be formulated as

Pin = |S11|2Pin + |S21|2Pin +Pabs. (3.15)

If the reflection is small, Eq. (3.15) can be approximated as Pin ≈ |S21|2Pin +Pabs,
which gives the absorbed power

Pabs = (1−|S21|2)Pin. (3.16)

The expression in 3.16 shows the proportionality between the scattering parameter
S21 to the absorbed microwave power by the sample.2

2The same holds for S12
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The power balance of a microwave system can be obtained using the complex
version of Poynting’s theorem [87], where the electric and magnetic fields are
harmonic propagating fields E(t) = Eeiωt and H(t) = Heiωt . Showing the power
balance [88]

−1
2

∮
S
(E×H∗) ·dS =

σ

2

∫
V
|E|2dV +

iω
2

∫
V
(µ|H|2 − ε

∗|E|2)dV, (3.17)

where σ is the conductivity, µ the magnetic permeability, ε is the dielectric
permittivity. On the left-hand site is the complex power flowing in the surface
S. On the right-hand side, the first term corresponds to dissipated power due to
ohmic losses in volume V , while the first and second part of the second term on the
right-hand side show the electric and magnetic energies stored in V . Narrowing
the integration volume to the sample VS on the waveguide, the absorbed magnetic
power in the sample is

Pmagn.abs =
1
2

Re
{∫

VS

iωµ|H|2
}
=

1
2

Re
{∫

VS

iωµ0(1+χ
m)|H|2

}
, (3.18)

where µ = µ0(1+χm). It can be seen from the expression in 3.18 that the absorbed
power is related to the imaginary part of the magnetic susceptibility of the sample.
Since the scattering parameter S21 is related to absorbed power, it is also connected
to the magnetic susceptibility. When the resonance condition is met in a magnetic
sample, more energy is stored in the sample, thus it absorbs more from the incoming
power, hence S21 will be smaller.

A Vector Network Analyzer (VNA) is a device that allows us to measure the
scattering parameters. The vector in the name indicates that the device can measure
both the phase and the magnitude of the complex S-parameters. The basic working
principle of a VNA can be understood with the help of a schematic figure of the
device. A broadband microwave source produces the signal at frequency f , then
the signal shown in Fig. 3.9 is split into two branches. One branch serves as a
reference, the other goes to the device under test (DUT). The reference is locked to
a local oscillator, which has frequency slightly off from the source f +∆ f . The
signal reflected back from the DUT is led to be collected by a directional coupler.
The receiver mixes the signal of the local oscillator with the signal-to-be-measured,
thus down-converting the reflected/transmitted signal to ∆ f , without change in
the amplitude or phase. Finally, before detection, the down-converted signal goes
through a bandpass filter optimized for the frequency ∆ f . Thus, GHz f signals are
converted to sub-GHz ∆ f signals, that are easier to measure with low-frequency
electronics.

I used broadband microwave spectroscopy to detect resonances in the absorp-
tion spectrum which correspond to the spin excitations of magnetic materials. To
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Figure 3.9: Schematic illustration of a VNA that measures only the reflection S11
and transmission S21. A microwave signal with frequency f is generated by a
high-frequency (hf) source. The incoming signal to the device under test (DUT) is
denoted by a1, the reflected signal by b1, and the transmitted signal by b2. S11 is
calculated as b1

a1
, and S21 as b2

a1
. Reproduced from [89].

exemplify the microscopic processes responsible for the resonances, I discuss
the magnetization dynamics in two simple, often studied cases. First, I will con-
sider ferromagnetic resonance (FMR), the precession of the magnetization of a
ferromagnetic sample around an effective magnetic field. When the frequency
of the transverse RF field equals to the resonance frequency, energy is absorbed.
The magnetization dynamics is described by the Landau-Lifshitz-Gilbert (LLG)
equation [90, 91]

dm
dt

=−µ0γ m×Heff +α m× dm
dt

, (3.19)

where γ is the gyromagnetic ratio, m is the magnetization, µ0 is the vacuum
permeability, Heff is the effective magnetic field, and α is the Gilbert damping
constant. The first term describes the steady-state precession of the magnetization
vector, and the second term introduces the dissipative damping of the system. The
effective magnetic field depends on the magnetocrystalline anisotropy, dipolar
interactions and the external magnetic field, which all can have similar magnitude.
These effective fields are usually derived from the free energy [23, 92], but since
I will not analyze FMR signals in details I give the magnetic field dependence
of the FMR for two simple cases to illustrate the effect of demagnetization. The
resonance condition for a sample with negligible magnetization in the static field
B0 is [92]

ω0 = γB0. (3.20)
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When a magnetic sample is put in a magnetic field however, the magnetic field
induces magnetization in the sample, which will counteract the external field.
Introducing the demagnetization factor N, the effective field acting on the sample
is

Beff,i = B0,i −Niµ0Mi, (3.21)

where N depends on the field direction and sample shape, i = x,y,z. For a sphere,
Nx = Ny = Nz. For an (xz) plate with in-plane external magnetic field B0, Nx =
Nz = 0;Ny = 1, the resonance condition can be written as [92]

ω0 = γ
√

B0(B0 +µ0M). (3.22)

In case of an antiferromagnet, equations similar to 3.19 describe the preces-
sion of the sublattice magnetization. The main difference is that the exchange
interaction generates a strong effective field, the exchange field BE , which couples
the sublattice dynamics. In a uniaxial easy-axis antiferromagnet, two sublattices,
sublattice 1 and sublattice 2 have to be taken into consideration, with antiparallel
magnetizations equal in magnitude M = |M1|= |M2|, which are directed by the
anisotropy field ±BAẑ. The anisotropy field originates from an anisotropy en-
ergy density UK(θ1) = Ksin2

θ1 with θ1 being the angle between M1 and ẑ, K the
anisotropy constant, and BA = 2K/M. In mean field approximation, the exchange
between M1 and M2 is [92]

B1(ex) =−λM2; B2(ex) =−λM1, (3.23)

from which BE is defined as BE = λM. The equations of motion, when the static
field is parallel to the easy-axis, are

dM1x

dt
=γ [M1y(BE +BA +B0)−M(−λM2y)] (3.24)

dM1y

dt
=γ [−M1x(BE +BA +B0)+M(−λM2x)] (3.25)

dM2x

dt
=γ [M2y(−BE −BA +B0)− (−M)(−λM1y)] (3.26)

dM2y

dt
=γ [−M2x(−BE −BA +B0)−M(−λM1x)], (3.27)

that can be gathered into a matrix equation, from which the solution for the
resonance frequency, i.e., the antiferromagnetic resonance (AFMR) condition can
be obtained [93, 94]

ω0 =±γB0 + γ
√

BA(BA +2BE). (3.28)

Further cases for AFMR are summarized in Ref. [95], including easy-plane AFMs.
The anisotropy field BA used to model magnetic anisotropy, is markedly differ-

ent from single-ion anisotropy quadratic in the spin component ∼ K(Sz)2.
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3.2 Small-angle neutron scattering (SANS)

Diffraction is a fundamental tool to study periodic structures. The constructive
or destructive interference of the scattered beams, resulting in the diffraction
pattern, provides information about the structure and its symmetries. Scattering
experiments can be carried out with different particles such as photons, electrons
and neutrons, each revealing different aspects of the investigated material, and so
often a combination of them are used to get a more complete picture. Different
properties of the scattering methods are summarized in Table 3.2.

photon (X-ray) electron neutron

mass 0 9.1 ·10−31 kg 1.67 ·10−27 kg

electric charge 0
−e
(= −1.6 · 10−19 C)

0

spin 1 h̄ 1/2 h̄ 1/2 h̄

interacts with electric charge electric charge
nucleus, magnetic
moments

cost,
infrastructure
needs

relatively cheap,
tabletop

electron micro-
scope, dedicated
laboratory

nuclear reactor or
particle accelerator

element sensitiv-
ity (differential
scattering cross
section)

∼ Z2 (small for
light elements,
large for heavy
elements)

small for light el-
ements, large for
heavy elements

strongly isotope de-
pendent

sensitivity bulk surface
bulk (+magnetic
pattern)

Table 3.2: Properties of the different scattering techniques using different particles.

In my work, I used neutrons as they can be sensitive to the magnetic pattern
of the studied material due to their magnetic moments shown in Table 3.2. In a
general neutron scattering experiment, particles scattered into a dΩ solid angle
with energy between E ′ and E ′+ dE ′ are counted. To obtain material specific
information, the number of scattered neutrons is normalized by the incoming
particle flux. This normalized quantity, which is the the double differential cross
section, can be calculated using Fermi’s golden rule. If the quantum state of the
studied sample changes from λ to λ ′ and the neutron spin changes from σ to σ ′

upon the scattering the cross-section has the following form [96]
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(
d2σσσ

dΩdE ′

)
λ ,σ→λ ′,σ ′

=
k′

k

(
mn

2π h̄2

)2

| ⟨k′
λ
′
σσσ

′ |Vint(r) |kλσσσ⟩ |2 δ (Eλ −Eλ ′+E−E ′).

(3.29)
Here k and k′ are the wavenumbers of the incoming and outgoing neutrons, respec-
tively, mn is the mass of the neutron, Vint(r) is the interaction potential. The Dirac
delta function on the right-hand side of the formula ensures energy conservation.

In magnetic neutron scattering the magnetic moment of the neutron µµµn interacts
with the magnetic field generated by the electrons of the sample Be

Vint(r) = µµµn ·Be(r), (3.30)

where µµµn =−γ
eh̄

2mn
σσσ , e denotes the elementary charge and σσσ represent the Pauli

spin matrices, and γ = 1.913.
Substituting the interaction potential (3.30) in the expression (3.29) and assum-

ing that the incoming and outgoing neutrons are plane-waves the scattering matrix
element has the form

⟨k′ |V (r) | k⟩=
∫

d3rV (r)ei(k′−k)r =−µµµn

∫
d3rBe(r)eiqr, (3.31)

where q = k′−k is the momentum transfer vector. The magnetic field Be(r),
created by the electrons can be related to the dipole moment distribution of the
electrons M(r):

Be(r) =
µ0

4π
∇×

∫
d3r′M(r′)

r− r′

| r− r′ |3
. (3.32)

After performing the Fourier transformation in Eq. (3.31) the matrix element has
the form

⟨k′ |V (r) | k⟩=−µ0µµµn
q× [M(q)×q]

q2 = µ0γ
eh̄

2mn
σσσ ·M⊥(q), (3.33)

where µ0 is the vacuum permeability, and M(q) =
∫

d3rM(r)eiqr is the Fourier
transform of the magnetization, from which M⊥(q) is its component perpendicular
to the momentum transfer q:

M⊥(q) = q× [M(q)×q] . (3.34)

Using the formula for the matrix element in Eq. (3.33) the double differential cross
section has the form(

d2σσσ

dΩdE ′

)
λ ,σσσ→λ ′,σσσ ′

=

(
γr0

2µB

)2 k′

k
|⟨σσσ ′

λ
′|σσσM⊥(k)|σσσλ ⟩|2δ (Eλ −Eλ ′ + h̄ω),

(3.35)
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where r0 = e2/(4πε0mc2) is the classical electron radius, which is about r0 ≈
2.82 fm, and µB is the Bohr-magneton.

After the summation over all possible initial states in Eq. (3.35), restricting
ourselves only to elastic processes and averaging for the neutron polarizations by
assuming an unpolarized beam, the formula of the cross section is(

dσσσ

dΩ

)
=

(
γr0

2µB

)2

|q× (⟨M(q)⟩×q)|2

=

(
γr0

2µB

)2

|M(q)⊥|2.

(3.36)

The picturesque meaning of this result is that the magnetic neutron scattering
is only sensitive to the component of Fourier transform of the magnetization
perpendicular to the momentum transfer vector q.

Small-angle neutron scattering (SANS) is a special variant of neutron scattering
in the sense that it resolves the structures that are large compared with atomic
distances (from ∼1 nm to even 1 µm), hence the scattering occurs at small angles.
Various branches of science use this technique, from polymer chemistry, protein
complex biology, through condensed matter physics studying type-II superconduc-
tivity, to material sciences and metallurgy. In this thesis, large-scale, magnetically
modulated structures are studied with SANS.

3.2.1 Practical aspects of SANS experiments
A difficult part of conducting neutron scattering experiments is to obtain a

neutron beam with large enough flux, as they are not so easily available as X-ray
sources. Neutrons can come from fission reactors or spallation sources. In a fission
source, neutrons are generated as a result of bombarding heavy nuclei, which,
in turn, will split, and emit more neutrons. This is done in a nuclear reactor for
scientific research. For producing neutrons with spallation, a heavy metal target,
usually mercury or lead, is bombarded with a high-energy proton beam. Following
the impact, the heavy nucleus emits numerous nucleons including neutrons. A
particle accelerator is needed for this type of neutron harvesting.

The high-energy neutrons produced in these processes are slowed down to
have longer wavelength suitable for SANS experiments. For this, neutrons pass
through a moderator (heavy water, tank of liquid hydrogen), where, by numerous
collisions, they become thermal or cold neutrons following a Maxwell-Boltzmann
distribution. The standard thermal neutron with T = 293 K, has a wavelength of
1.798 Å. Neutron energy ranges are summarized in Table 3.3.

In order to have a beam with well defined energy and momentum the beam is
guided through a monochromator and multiple collimators, usually several meters
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Source Energy [meV] Temperature [K] Wavelength [Å]

cold 0.1−10 1−120 30−3

thermal 5−100 60−1000 4−1

hot 100−500 1000−6000 1−0.4

Table 3.3: Energy, temperature and wavelength ranges for different sources of
neutrons. Table reproduced from [97].

long. The beam scatters on the sample and the diffracted neutrons are counted
typically by 3He detectors.

As the momentum transfer is inversely proportional to the real-space lengths
of the investigated structure, for large periodic real-space objects, a very small
scattering range has to be measured compared to regular crystallographic scat-
tering ranges (10−4Å−1vs ∼ 0.5Å−1). For that, an instrument with good angular
resolution is needed to resolve the diffraction images.

In order to meet the Bragg condition even for a periodic structure with long
correlation length ξ , and to measure the correlation length corresponding to the
broadening of the peaks along the beam, the scattered intensity is measured by
slightly tilting the sample away from the perfect orientation. I introduce this
method using Ewald’s construction in the reciprocal space shown in Fig 3.10.

The Ewald sphere is a concept and a visualization tool based on the Laue
condition for diffraction

k′−k = G, (3.37)

which states that the difference of the incident and the scattered beam (described
by the wave vector k and k′) must be a reciprocal lattice vector G, to produce a
Bragg peak.

To draw an Ewald sphere, one needs to consider the reciprocal lattice of the
crystal. Then, the incident wave vector k is drawn on the lattice so that its tip
points to a reciprocal lattice point. The starting point of k is the center of the Ewald
sphere, whose surface contains all points that are at a distance |k| from the center.
This sphere represents the possible final states after an elastic scattering event. All
the reciprocal lattice points that this sphere intersects with, satisfy the condition in
Eq. (3.37), and thus correspond to the directions where a Bragg peak emerges. In a
magnetically modulated sample, where the modulation vector is q, the condition
is k′−k = q. In Fig. 3.10 (a), a magnetic sample with two in-plane modulation
vectors, q1 and q2 is placed perpendicular to an incoming neutron beam. As
|k+qi|> |k′| violates the principles of elastic scattering (energy conservation), the
scattering is forbidden. In a perfect lattice, where the correlation length is infinite,
the reciprocal lattice points and diffraction peaks are point-like objects with no
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extent, and the Laue condition is satisfied only for one incident beam direction. In
real conditions however, where the sample has finite dimensions and the correlation
lengths are also finite, the Bragg peaks broaden, and the Laue condition is satisfied
for a range of incident beam directions. However, the scattered intensity decreases
for an incident neutron beam perpendicular to q. To enhance the intensity of the
diffraction peaks, the sample is rotated by a few degrees step-by-step around the
vertical [Fig. 3.10 (b)] and horizontal [Fig. 3.10 (c)] axes, and the intensity is
collected in each step. This way, the relative orientation of the incident beam and
the crystallographic axes are changed, allowing for scattering on the whole finite
Bragg peak. This technique is called sample rocking. The images recorded upon
the rocking procedure are then added up, and the result is the scattering image. The
measured intensity as a function of the rocking angle is called a rocking curve. In
neutron facilities, SAN rocking means rotating around the vertical axis, measured
as the polar angle ψ in Fig. 3.10 (b), while PHI rocking is rotating around the
horizontal axis, measured as the azimuthal angle ϕ in Fig. 3.10 (c).
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Figure 3.10: (a) Illustration of Ewald’s sphere. The surface of the sphere contains
all possible scattered wavevector directions. Touching the Ewald’s sphere is
magnetically modulated sample with two in-plane modulation vectors, q1 and q2.
(b) SAN rocking, i.e. rotating around the vertical axis, to match the horizontal
modulation vector q1 to the Ewald’s sphere. (c) PHI rocking, i.e. rotating around
the horizontal axis, to match the vertical modulation vector q2 to the Ewald’s
sphere. Figure adapted from Ref. [98].



Chapter 4

Non-reciprocal light absorption in
the antiferromagnetic LiCoPO4

Detecting antiferromagnetic (AFM) domains has been a challenge right from
the discovery of antiferromagnets [31, 99]. Due to the compensated nature of the
magnetic structure, these materials are resistant to stray fields, but also hard to
detect with optical methods or probing with magnetometers. There exist however,
techniques, that can serve with spatial information about AFMs [32], such as
second harmonic generation (SHG) [100–102], spin-polarized scanning tunneling
microscopy (SP-STM) [103–106], magnetic force microscopy (MFM) [107], X-
ray magnetic linear dichroism with photo-emission electron microscopy (XMLD-
PEEM) [13, 108, 109], nitrogen-vacancy (NV) diamond based scanning probe
microscopy [106, 110, 111], or Lorentz transmission electron microscopy (L-TEM)
for long-wavelength modulated structures [112, 113].

Magneto-optical (MO) studies, that can probe the AFM order both spatially as
well as temporally are based on linear optical effects described by the dielectric
permittivity tensor εi j [114]. In AFM’s, even without net magnetization the order-
ing of the spins breaks rotational symmetries of the paramagnetic state leading to
linear birefringence and dichroism, corresponding to anisotropies in the symmetric
part of εi j. These optical effects are quadratic in the AFM order parameter, and
they are not sensitive to the reversal of the spins. The MO Faraday and Kerr effects,
which depend on the antisymmetric part of εi j, are usually proportional to the
magnetization, thus, absent in the ground state. However, they can be utilized to
probe the magnetization dynamics induced by an external stimulus [115–117].

A nonlinear effect quadratic in the electric field E of the incident light is a
powerful technique to detect AFM domains. In this process, two incident photons
with frequency ω create a photon with double frequency, 2ω . This phenomenon is
termed as second-harmonic generation (SHG). Macroscopically, the second order

43
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non-linear susceptibility χi jk describes this phenomenon

Pω
i = χi jkEω

j Eω
k , (4.1)

where P is the induced polarization and the E is the electric field of light. From the
expression in 4.1 it is clear that SHG is allowed only when the inversion symmetry
is broken [118]. As the intensity of the SHG signal depends on the amplitude of
the incident electric field, to obtain good signal-to-noise ratio, a powerful laser
is needed. With this method, the AFM domains of LiCoPO4 were identified
[101, 102].

When a magnetic order simultaneously breaks time-reversal and inversion
symmetries, the ME effect becomes allowed. The measurement of the ME sus-
ceptibility tensor χme

i j gives information about the orientations, as well as the sign
of the AFM order parameter, as shown for example in Cr2O3 [24, 119, 120]. Fur-
thermore, the mixing of electric and magnetic dipole excitations through the ME
effect provide further possibilities to detect and image AFM domains. Such effects
were used by imaging the spatial variation of the nonreciprocal linear dichroism in
Pb(TiO)Cu4(PO4)4 [121], and the electric field-induced magnetic circular dichro-
ism in Cr2O3 [47]. Additionally, nonreciprocal directional dichroism (NDD), the
absorption difference for counter-propagating beams, can be used to image do-
mains, when the corresponding magnetic states are connected via time-reversal
symmetry.

LiCoPO4 is widely studied by chemists as a cathode material for high-voltage
lithium ion batteries [122–124], but also is an antiferromagnet, that hosts two
types of AFM domains. Since the AFM order breaks the inversion symmetry,
LiCoPO4 becomes magnetoelectric below its Néel temperature with one of the
largest ME coupling coefficient known. I performed spectroscopic experiments
in the visible and near infrared range, and found a large absorption difference
between the two AFM domains of LiCoPO4 (NDD). Then I utilized this difference
to image domains. In this chapter, I am going to present my spectroscopic studies
on LiCoPO4 and discuss the results of the imaging.

4.1 Structural and magnetic properties of LiCoPO4

LiCoPO4 belongs to the family of orthophosphates. Just like other members
of this family, it crystallizes in the orthorhombic olivine structure (space group
Pnma) [125], shown in Fig. 4.1 (a). The crystallographic a, b and c axes are
labeled as x, y and z axes in this work. The magnetic Co2+ ions, occupying mirror
plane sites with Wyckoff positions 4h, are coordinated by distorted octahedra of
oxygen atoms. The low symmetry of the Co sites (CS) allows a local electric dipole
moment, however, the net polarization vanishes due to compensation in the unit
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Figure 4.1: (a) Olivine crystal structure of LiCoPO4. (b) The two types of antiferro-
magnetic domains in LiCoPO4, labeled with α and β . Spins on the Co2+ sites are
noted with green arrows, while local polarization is symbolized by brown arrows.
Panel (b) is adapted from Ref. [48].

cell containing 4 sites [48]. Below TN = 21.8 K, the S = 3/2 spins of the Co2+

ions order into a two-sublattice collinear antiferromagnetic (AFM) structure, where
spins are parallel to the y axis [126], as illustrated in Figs. 4.1 (b) and 4.2. The
magnetic ordering modifies the overall symmetry to be consistent with Pnma′

[127–129]. In the AFM phase, the inversion and time-reversal symmetries are
simultaneously broken, thus the ME effect is allowed [127, 130].

Despite the lack of total polarization in the unit cell, the linear ME susceptibility
tensor in LiCoPO4 has two, rather large nonvanishing terms: χme

xy /c = 15 ps/m
and χme

yx /c = 32 ps/m, where χi j components are divided with the speed of light
c [26, 130]. The origin of the ME effect in LiCoPO4 is explained with the non-
zero ferrotoroidal moment that is also allowed in the Pnma′ symmetry [127–129].
The ferrotoroidal moment, as explained in Chapter 2, is the cross-product of
local electric and magnetic polarizations, which, in the case of LiCoPO4, add
up to a finite value in the unit cell. Neutron scattering experiments revealed a
small, 4.6◦, uniform canting of the spins from the y axis [131], lowering the
symmetry and allowing finite χme

xz and χme
zx components in the ME susceptibility

tensor, nevertheless, these effects are small and most of the time can be neglected
[101, 127, 128].

There are two possible AFM domains in LiCoPO4, which are differentiated
from each other by the direction of the ferrotoroidal moment pointing along the
±z direction, shown in Fig. 4.1 (b). These domains are both spatial inversion
and time-reversal pairs of each other, i.e., they can be transformed to each other
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Figure 4.2: (a) Crystal and magnetic structure of LiCoPO4 as viewed from the
x direction. Lighter and darker green arrows represent spins on one or the other
antiferromagnetic (AFM) sublattice. (b) Illustration of absorption difference of the
two time-reversal pair AFM domains.

by either inversion or time-reversal operations. As these operations reverse the
sign of the ME susceptibility, the domains have ME response with opposite sign
[48, 130, 132]. As a result of the ME coupling, the free energy of one of the AFM
domains can be lowered compared to the other with the application of both the
corresponding magnetic and electric fields upon cooling through TN. The free
energy difference is ∆F = 2χi jEiH j. This process is referred to as ME poling,
and with the help of this procedure, a single AFM domain can be stabilized [48].
For poling LiCoPO4, relatively small fields are sufficient: Ey ≈ 1 kV/cm and
Bx ≈ 100 mT are enough to select one domain. Furthermore, the switching of the
AFM domains near the Néel temperature was also demonstrated in Ref. [133],
where the authors described the connection between the coercive fields and the
sample temperature as (EH)C ∼ (TN −T )3/2 when B ∥ x.

For my experiments, I used single crystals of LiCoPO4 grown by V. Kocsis us-
ing the floating zone method [134]. For the microscopy measurements, the sample
was polished to the appropriate surface quality by D. Vieweg at the University of
Augsburg.

4.2 Optical spectroscopy in LiCoPO4

I performed optical spectroscopy on LiCoPO4 in a broad frequency range,
using a Newport Cornerstone 260 diffraction grating spectrometer and a Varian
670 Fourier-transform infrared spectrometer in an Oxford continuous flow optical
cryostat. I explain the basic principles of the spectroscopic instruments in Chapter
3. The most interesting effect I studied in these experiments was NDD, which
appears, when the light propagation vector k ∥ z [48], thus, samples were xy cuts,
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and the light propagation was perpendicular to the plane.

The spectra are obtained by measuring the transmission for a sample and a
reference hole above the Néel temperature, at T = 30 K, and below TN at the
lowest temperature, 5 K, then calculating α as described in Chapter 3. I recorded
the absorption spectra of the two AFM domains in LiCoPO4 between 0.08 eV
and 3.1 eV. For the poling, I used fields with magnitude B =±200 mT and E =
±1 kV/cm, and directions B ∥ x, E ∥ y. The selected domain was identified by
the sign of the product of the poling field values. The incoming light was linearly
polarized, set to be parallel to one of the main crystallographic axes Eω ∥ x or
Eω ∥ y. Figure 4.3 summarizes my main achievements: the absorption spectra
of LiCoPO4 for the two domains. On panel (a), the spectra of the two domains
are plotted blue and green for incident light polarization Eω ∥ x, red and yellow
lines are absorption spectra for incident light polarization Eω ∥ y. I measured the
absorption spectra in all four combinations of the poling fields, and found that the
spectra corresponding to the same domains overlap within the experimental noise.
A series of absorption peaks can be observed on panel (a), which, between 1.55 eV
and 3 eV are in accord with the reports of Ref. [135]. There are two very sharp and
very strong absorption peaks at low energies, at ∼ 80 meV and ∼ 120 meV, where
the sample becomes completely opaque.

On panel (b) of Fig. 4.3, the absorption difference ∆α of the two domains in
the same polarization is plotted. This difference is essentially the NDD signal, i.e.,
equivalent to the absorption difference for a single domain for light propagation ±k,
since the two AFM domains are the time-reversed pairs of each other as explained
above [29, 48, 129]. I observed the strongest NDD for light polarization Eω ∥ y at
0.776 eV, which corresponds to the wavelength of 1597 nm, that is in the vicinity of
the telecommunication wavelength of 1550 nm. At 1550 nm, there is a strong NDD
effect as well. The absorption difference can be quantified following Ref. [137]
as |∆α/α0| [%], where α0 = αdom1 +αdom2. In this definition, 100% corresponds
to true one-way transparency. For the 0.776 eV absorption of LiCoPO4, it results
in |∆α/α0| = 34 % [P1], which is among the largest observed NDD in the near
infrared range [137].

The observed absorption peaks are in agreement with the crystal field excita-
tions of Co2+ ions coordinated by distorted oxygen octahedra reported in former
publications [135–137]. The energy level scheme based on crystal field splitting
calculations is presented in Ref. [136]. The lowest-lying excitations in the spec-
tra, which originate from the split 4F term are presented in Fig. 4.3 (a). These
excitations are predicted to be at 0.08, 0.16, 0.64, 0.65, 0.95 and 1.59 eV, which
correspond well with the actual absorption positions at 0.08, 0.12, 0.6, 0.7, 0.95 and
1.6 eV. It cannot be excluded though, that the lowest-lying excitations at 0.08 and
0.12 eV may be ascribed to infrared active phonon modes. The two weaker features
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Figure 4.3: (a) Absorption spectra of the two domains in LiCoPO4 for two polar-
izations: Eω ∥ x plotted with blue and green, and with red and orange for Eω ∥ y.
The two domains are selected with the combination of poling fields. The product
BxEy > 0 selects one domain, and BxEy < 0 selects the other. On top, the exci-
tations predicted by crystal field calculations [136] are shown. (b) Absorption
difference of the two AFM domains for light polarizations Eω ∥ x (blue) and Eω ∥ y
(magenta). The largest absorption differences are at 0.776 eV (1597 nm) and at
0.8 eV (1550 nm).



4.2.1. IMAGING OF AFM DOMAINS BASED ON NDD 49

appearing at 0.25 and 0.4 eV may come from impurities as they do not overlap
with the crystal field calculations. Calculated transitions to the higher-energy 4P
and 2G terms are consistent with the series of absorption peaks observed between
2 and 2.6 eV, however, the assignment of the specific fine structure in this range
is a difficult task because of overlapping transitions and the numerous excitations
close in energy predicted by the crystal field model.

The CS symmetry of the Co2+ sites, namely a single mirror plane normal to the
y axis, introduces a selection rule to the above discussed excitations [136]. Taking
the weak spin-orbit limit, a parity label belongs to the wavefunctions, as they either
preserve or change sign under mirror symmetry. These wavefunctions transform
according to the A′ and A′′ irreducible representations of CS, respectively. The
Eω ∥ y oscillating electric field excites transitions between states with different
parity (as this polar vector is normal to the mirror plane), thus it transforms as A′′.
An electric field oscillating perpendicular to y induces parity-conserving transitions
corresponding to A′. According to calculations in Ref. [136], the 0.08, 0.6 and
1.6 eV excitations are active for Eω ∥ x, while transitions at 0.12, 0.7 and 0.95 eV
are excited by Eω ∥ y. The two lowest-lying excitations have too high intensities
to draw any conclusions, the other four excitations follow the dipole selection
rules in the sense that their intensity is strong in the allowed polarization. For the
orthogonal directions however, the cancellation is not complete. Moreover, the
absorption peak at 0.7 eV has a large spectral weight for Eω ∥ x as well, that may
happen due to spin-orbit mixing.

The non-centrosymmetric local environment of the Co2+ site makes its crystal
field excitations good candidates for emergence of NDD at simultaneously electric
and magnetic dipole active transitions [138–140]. Eω

x and Bω
y belong to the irre-

ducible representation A′, while Eω
y and Bω

x belong to the irreducible representation
A′′ of the site symmetry, meaning that when a transition is electric dipole active, the
corresponding magnetic field component can also excite it. Most importantly, the
electric and magnetic field components that transform the same way are perpendic-
ular to each other, thus can be considered as the electric and magnetic component
of an electromagnetic wave (light). Thus when light is shone on the sample, both
of the electric and magnetic components couple to the transitions in the studied
geometry. From these symmetry considerations we can explain the emergence of
NDD in LiCoPO4, however, to explain the absorption strengths and the magnitude
of the NDD signal, microscopic model calculations that include spin-orbit coupling
are needed, which was not in the scope of my experimental work.

4.2.1 Imaging of AFM domains based on NDD
I utilized the absorption contrast of the AFM domains, i.e. the NDD around

0.776 eV to visualize them. For that I used a laser diode with the wavelength of
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Figure 4.4: The setup used for imaging the 180◦ antiferromagnetic domains of
LiCoPO4. From left to right: The 1550 nm laser source, a polarizer, two lenses
that act together as a beam expander, to illuminate completely the entrance pupil
of the next component, the long working distance objective. Then the optical
cryostat with the sample inside. The laser beam is focused onto the sample, and
the transmitted light is collected with another long working distance objective,
then focused onto a semiconductor detector with a lens. The cryostat is fixed to
motorized stages that move in the x, y and z directions, achieving the movement of
the sample in the focus.
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1550 nm (0.8 eV) as a light source, with Eω ∥ y polarization, since those are the
parameters at which the absorption contrast is the largest. The light beam was
focused onto the sample, and then the transmitted beam was collected with long
working distance objectives (MY10X-823 Mitutoyo Plan Apochromat Objective),
as shown in Fig. 4.4. The spotsize in the focus was 4 µm. The transmitted intensity
was collected with an InGaAs detector. An image was recorded pixel-by-pixel in a
raster fashion, where the transmitted intensity at one position of the focused beam
on the sample corresponded to one pixel. The position of the focused laser light
was fixed, and the sample was moved by motorized stages in the focal plane. The
detector had a slow drift, which was compensated by subtracting the value of the
first datapoint of each row, where the aperture of the sample holder covered the
laser beam, and only a background voltage was measured..

Images were recorded at 300 K and after zero-field cooling (ZFC) at 5 K, shown
in Fig. 4.5. In the image taken at room temperature [Fig. 4.5 (a)], the topographic
features of the sample can be observed, that serve as a baseline, or reference to
the low-temperature images. Compared to that, in Fig. 4.5 (b), which was taken at
5 K, lighter and darker shaded regions appear, showing lower and higher absorbing
areas in the sample. These regions correspond to the emergent AFM domains in the
magnetically ordered phase below TN. I highlighted the domains by marking the
changes in the intensity in Fig. 4.5 (c). Based on the ZFC image, the typical domain
size is a few 10 µm, smaller than reported formerly in Refs. [101, 102, 128].

This transmission microscopy experiment proved its potential to map the two
AFM domains in the bulk LiCoPO4. It is a simpler approach to tackle the problem
of visualizing AFM domains than SHG, that requires an intense laser source.
However, SHG probes a three-index tensor, providing more information on the
magnetic symmetry. Interestingly, the mmm′ symmetry forbids some elements in
the SHG tensor that appear to have small, but finite values below TN [101, 102, 128].
A reduced symmetry would increase the number of domains, however, with my
imaging technique based on NDD, I could not distinguish them unambiguously.

Experimenting further, I also recorded transmitted intensity images after poling
in magnetic fields only. The magnetic field was applied with a permanent magnet
as B ∥ y with a magnitude of 55 mT. I took images in zero-field after poling with
+55 mT and −55 mT, but with zero electric fields. The results are shown in Figs. 4.6
(a) and 4.6 (b), respectively. These images are surprising, as a large area of the
sample was turned into a single AFM domain, corresponding to the lighter region
in Fig. 4.6 (a) and the same region but darker in Fig. 4.6 (b). In smaller patches
the intensity is reversed, suggesting that a single monodomain state is not reached
over the entire thickness of the sample. This partial control of AFM domains is
consistent with the findings of J.-P. Rivera [141], who observed butterfly-shaped
P−H loops in the vicinity of TN. He ascribed the selection of domains to the
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Figure 4.5: Transmission microscopy images of LiCoPO4 taken with a laser with
wavelength of 1550 nm. (a) Image taken at T = 300 K, at which temperature the
material is paramagnetic. (b), (c) Images recorded at T = 5 K, after zero-field
cooling. The lighter and darker regions stem from the antiferromagnetic domains
absorbing less and more light according to the spectra in Fig. 4.3. On panel (c),
black lines are drawn between less and more absorbing regions as a guide to the
eye.



4.2.2. SUMMARY 53

0.20

0.15

0.10

0.05

0.0

D
et

ec
to

r 
si

gn
al

 (
ar

b.
 u

.)

x

y

0.1 mm

+55 mT

55 mT

5 K

5 K

Figure 4.6: Transmission images of LiCoPO4 taken at 5 K cooled in (a) magnetic
field of +55 mT and in (b) magnetic field of −55 mT. Partial domain stabilization
was achieved.

combination of surface charges and the external magnetic field. In the case of my
imaging experiments though, surface charge accumulation can be discarded, since
the sample was directly grounded by the DC power source through the electrical
contacts used for poling. Neutron diffraction experiments [131] mentioned earlier
in this chapter suggested that weak ferromagnetism can be consistent with the
small rotation of the moments away from the y axis, might also cause the observed
magnetic field effects in my experiments. This explanation however is contradictory
with the fact that if the paramagnetic state possesses spatial inversion symmetry,
linear coupling between the axial vector of the ferromagnetic moment and the
inversion-symmetry-breaking AFM order parameter is not possible. Thus, the
origin of the effect I observed remains open for further investigations.

4.2.2 Summary
The study of the absorption spectrum of the AFM domains of LiCoPO4 was

a rewarding project. The optical absorption spectra recorded in the infrared and
visible ranges revealed an absorption difference between the two time-reversal-pair
AFM domains of LiCoPO4 as high as 34 % at 0.776 eV (1597 nm). This large
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NDD near the telecommunication wavelength of 1550 nm can be ascribed to the
crystal-field excitations of the Co2+ ions. This experiment makes an addition to the
list of transition metal ions that enable large NDD, preferred from the point of view
of applications, e.g., for optical components like isolators or switchable optical
diodes [29, 137]. Furthermore, I utilized this absorption difference to visualize
AFM domains. The use of a transmission microscopy setup that I assembled may
simplify the mapping of AFM domains in various ME materials.



Chapter 5

Magnetic phases of BiFeO3 and their
spin excitations at and above room
temperature

One of the most studied magnetoelectric multiferroics is BiFeO3. This ex-
ceptional interest owes to the fact that it has multiferroic properties even at room
temperature, making it a promising candidate for applications. Despite the many
research conducted on BiFeO3, its relatively simple magnetic phase diagram has re-
cently been extended at around room temperature [143]. A new, high-temperature
field-induced magnetic phase was discovered showing an unusually high mag-
netoelectric susceptibility. To utilize the potential of this phase, however, one
needs to observe and understand its characteristics. In this chapter, I present my
experiments at high temperatures, namely, at and above room temperature, to study
the newly introduced magnetic phase. I carried out SANS experiments to study
the magnetic-field induced changes in the magnetic structure, and THz absorption
spectroscopy to characterize the spin excitations in this part of the phase diagram.

5.1 Structural and magnetic phase transitions in
BiFeO3

BiFeO3 crystallizes below 1300 K in a cubic perovskite crystal structure (space
group Pm3m) [144]. The material is paraelectric down to TC = 1100 K, where a
first order ferroelectric phase transition occurs [145]. This transition is accom-
panied by distortions in the crystal structure: Bi and Fe cations shift along the
pseudocubic [111] direction, as illustrated with orange and blue arrows in Fig. 5.1.
At the same time, the oxygen octahedra enclosing the Fe ions rotate out-of-phase

55
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Figure 5.1: Rhombohedral unit cell of BiFeO3, that includes two formula units.
Oxygen octahedra rotate in opposite directions (out-of-phase). Polarization (P)
induced along the elongated body diagonal is marked by large orange arrow outside
the structure. Displacement of Bi and Fe atoms are illustrated by yellow and blue
arrows, respectively at the atomic sites. Reproduced from Ref. [142].

also along the [111] direction, which is called antiferrodistortive (AFD) rotation.
The final space group after these distortions is the rhombohedral R3c [146] with
electric polarization P ≈ 80µC/cm2 along a ⟨111⟩-type axis, as shown in Fig. 5.1.

At such high crystallization temperatures, another secondary stoichiometric
phase is easily stabilized, namely Bi2Fe4O9 [144]. To avoid the formation of
unwanted compounds, modern crystal growers utilize the incongruent melting
method. For my experiments, I used large, high quality, ferroelectric monodomain
samples grown by Ito et al. using the laser diode floating zone technique as
described in Ref. [147].

5.1.1 Magnetic structures in BiFeO3

The Fe3+ ions have S = 5/2 spins, i.e., a half-filled d shell, thus, the direct
spin-orbit coupling is zero. Magnetic interactions originate from superexchange
paths. The strongest exchange interaction originates from the nearly 180◦ nearest-
neighbor Fe-O-Fe superexchange path. This antiferromagnetic interaction gives
rise to a G-type antiferromagnetic structure [148], meaning that every spin is
antiparallel to all its nearest neighbors in all spatial directions. As the inversion
symmetry is broken in the ferroelectric phase, a weaker DM interaction becomes
allowed in BiFeO3. The microscopic spin Hamiltonian is[149]
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where a ≈ 3.96 Å is the pseudocubic lattice constant [146], Fe3+ ions are on the
Ri sites, with Si classical spin vectors, for which S = 5/2. Nearest neighbors
⟨i, j⟩ are connected: R j = Ri + ei j. J1 and J2 are nearest and next-nearest neigh-
bor interaction exchange coupling terms, both antiferromagnetic in nature. From
elastic and inelastic neutron scattering measurements [150–152], the values for
exchange interactions are J1 ≈ 4.5 meV and J2 ≈ 0.2 meV. D1 and D2 are the
homogeneous and the staggered components of the nearest-neighbor DM interac-
tion. The nearest-neighbor exchange interaction J1 is Heisenberg-like, and favors
parallel alignment of neighboring spins. As opposed to that, the DM interaction is
minimal for neighboring spins perpendicular to each other, and the competition
with the exchange interaction leads to an incommensurate magnetic structure. D1
determines the modulation wavelength [153]. The resulting AFM spin cycloid
has a long wavelength of 62 nm, about 150 times larger than the lattice constant,
setting D1 = 0.18. Since the emergence of D1 is the result of the polarization, the
plane of the cycloid is defined by the polarization axis [111] and the ordering wave
vector q, that points to ⟨11̄0⟩-type directions. The cycloidal structure is illustrated
schematically in Fig. 5.2 (b). As a result of the antiferrodistortive component of
the structural distortion a staggered component of the DM interaction also appears.
This D2 = 6×10−2 meV staggered component makes the local AFM order cant
[154, 155] by about 1◦, which was measured by polarized neutron scattering [154].
Hexagonal layers of Fe3+ ions are labeled with hi =

√
3Ri ·Z/a, and the tilt alter-

nates in sign from one hexagonal plane to the next. The external magnetic field
is B, µB is the Bohr-magneton, and the g-factor is g = 2. The easy-axis coupling
constant, i.e., the uniaxial magnetic anisotropy is denoted by KZ , whose sign de-
termines the easy-axis (K > 0) or easy-plane (K < 0) nature of the anisotropy. Its
value can be determined from spectroscopy [156, 157], neutron diffraction [158],
inelastic neutron scattering [151, 155] or NMR [159, 160] experiments, resulting
in an easy-axis parallel [111], K ≈ 4×10−3 meV. The uniaxial anisotropy is also
what renders the cycloids anharmonic, since it introduces a preferred direction for
the rotating spins. The term including KH describes the pinning of the cycloidal
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plane and the cycloidal wavevector q to one of the hexagonal ⟨11̄0⟩ axes.
The temperature - magnetic field phase diagram is displayed in Fig. 5.2 (e)

for fields applied in the (111) plane. The cycloidal state is stable in the blue
region. With circularly polarized X-ray diffraction measurements, the chirality
of the cycloids was also established: the spins rotate clockwise viewing in the
plane where polarization points down and the magnetic propagation vector to
the right [108]. The canting of the cycloids does not result in a net macroscopic
ferromagnetic moment, but a spin density wave (SDW) emerges. The SDW of
the cycloids was first proven to exist via high-resolution time-of-flight diffraction
experiments [161], and was further confirmed by polarized small-angle neutron
scattering experiments [154].

A sufficiently high external magnetic field can suppress the cycloidal modula-
tion, and via a metamagnetic phase transition, the spins flop to lie in the hexagonal
plane in a canted antiferromagnetic (CAFM) fashion [162], shown in Fig. 5.2 (d).
On the phase diagram of Fig. 5.2 (e), the temperature and magnetic field region
corresponding to the CAFM phase is colored white.

At low temperatures, the magnetic phase diagram has been known for long. In
the last decade, new magnetization and field-induced polarization measurements
near room temperature revealed a new modulated phase between the cycloidal
and the canted antiferromagnetic phases [143], shown as a gray region of the
phase diagram in Fig. 5.2 (e). In line with the theoretical predictions [163], this
phase was identified as the transverse conical phase. In this state, a homogeneous
local antiferromagnetic order parameter develops perpendicular to the q vector
besides the cycloidal modulation. Neutron diffraction experiments confirmed
the cone structure [164]. Both magnetization [143] and neutron scattering data
show a hysteresis of the phase between increasing and decreasing of the field,
indicated as a blue-gray hatched region in Fig. 5.2 (e). The hysteresis indicates
that the transition from cycloidal to cone structure is of first order, which also
suggests that the transition comes with a structural distortion. This hysteresis also
shows up in magnetostriction measurements [143]. In contrast, the phase transition
from the conical state to the CAFM is continuous, with the cone angle closing as
the magnetic field increases, without changing the period, as shown by neutron
scattering experiments [164].

In thin films, the large epitaxial strain lowers the symmetry of the crystal to
monoclinic. In this phase, the ferroelectric polarization is rotated from the [111]
direction to the [001] direction [165, 166]. The modulated magnetic structure of
the bulk crystal is suppressed under these circumstances, but the DM interaction
still causes the spins to cant, resulting in a weak ferromagnetic moment [167].

In order to simplify the discussion, throughout this chapter, I will use the
notation of {X,Y,Z} as [11̄0] || X, [112̄] || Y and [111] || Z, as shown in Fig. 5.2, to
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indicate the principal directions.

Magnetoelectric coupling in BiFeO3

In BiFeO3, ferroelectric polarization develops at higher temperatures, indepen-
dent of the magnetic order, thus it is classified as a type-I multiferroics. Neverthe-
less, changes in the magnetic order for example by application of a magnetic field
alter the electric polarization. The origin of this magnetoelectric coupling is still
not fully understood. Most importantly, the cycloidal plane, thus the propagation
vector q is locked to the polarization. This allows the electric field control of the
cycloids by changing the direction of the net polarization using an electric field
[106, 168–170].

Polarization studies by Y. Tokunaga et al. [171] have revealed an additional
polarization, perpendicular to the main polarization axis Z, and demonstrated the
magnetic control of the electric polarization up to 300 K. More recent polarization
and magnetization measurements reported an exceptionally high value of the
ME coupling coefficient of 210 ps/m in the transverse conical phase [143]. As
the coupling between the cycloidal plane and the ferroelectric polarization can
be formulated in terms of the spin-current mechanism, the main contribution
in the magnetically induced polarization is also often interpreted in terms of
this mechanism. However, the magnetic Fe sites and Fe-Fe bonds have such
low symmetry, that a local polarization can emerge from the magnetic order
through exchange-striction, the spin-current, and single ion mechanisms as well
[156, 157, 172, 173]. For example, the electrically induced shift of the spin
resonances was explained by single-ion mechanisms [155, 174].

Spin waves in BiFeO3

Spin waves (not to be confused with spin density waves [SDW]) are the collec-
tive excitations of the fluctuations in the magnetic structure, whose quasi-particles
are the magnons. From the measurement of the magnon spectrum, the interactions
governing the spin dynamics can be unraveled. The high-energy magnon spectrum
of BiFeO3 was measured by inelastic neutron scattering [150, 151]. As expected
in an antiferromagnet, the magnon energies linearly decreasing toward the (π,π,π)
point of the Brillouin zone corresponding to the G-type antiferromagnetic order.
From the magnon dispersion, the exchange interaction parameters in Eq. (5.1) were
deduced.

From low-energy spectroscopy, the parameters of the DM interaction and the
single-ion anisotropy can be determined. A Raman study of BiFeO3 revealed a
series of low-energy excitations identified as magnon excitations [175]. Based
on the theoretical work of R. de Sousa and J. E. Moore [176], these excitations
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are assigned to spin waves. Importantly, some of them were interpreted as elec-
tromagnons, which are electric dipole active spin waves. Temperature dependent
Raman [177] and THz experiments [156, 178] combined with selection rule analy-
sis [176] confirmed the electrical activity of magnons.

Following the continuum model developed in [176], I provide an intuitive pic-
ture of the spin-wave modes. For a two-sublattice antiferromagnet with sublattice
magnetizations M1 and M2, the cycloidal ground state is described by

L0(x) = L0[cos(qx)ẑ+ sin(qx)x̂], (5.2)

where L0 = M1 −M2 is the antiferromagnetic Néel vector for a commensurate
isotropic Heisenberg antiferromagnet. This antiferromagnetic moment rotates in a
plane that contains ẑ, and propagates along x̂. The spin-wave energies are calculated
from a linearized equation of motion derived from a free energy functional. The free
energy has terms equivalent to the Hamiltonian in Eq. (5.1) except the hexagonal
anisotropy, which is not included in the continuum model. The fluctuations above
the cycloidal ground state [Eq. (5.2)] are expanded in terms of two fields: Φ(rrr)
and Ψ(rrr), which refer to phase fluctuations of the cycloidal ground state and spin
fluctuations out of the cycloid (xz) plane, respectively. These are the two kinds
of motion of the spin excitations. For the case k → 0, the Φ mode introduced
an additional phase to the harmonic functions in Eq. (5.2), which corresponds to
the rotation of L0. Since this is a symmetry of the model, it costs zero energy,
and the Φ0 mode is a Goldstone mode. In contrast, the Ψ0 mode is gapped due to
the pinning of the cycloid plane by the ferroelectric moment. At higher energies,
modes at n multiples of the wavenumber q appear at the zone center (k = 0, i.e.,
the Γ point) because of the zone folding, which results in a series of excitations.
These optical resonance can be probed by Raman or THz spectroscopy.

The ME effect gives rise to multiple phenomena at finite frequencies, among
others, NDD. With a sum-rule, the magnetoelectric susceptibility and the optical
excitations of electromagnons can be connected [72]. Previously, the NDD in the
low temperature cycloidal phase was observed by Kézsmárki et al. [29] and Farkas
et al. [179]. These works suggest that technologically interesting non-reciprocal
absorption is present even at room temperature, though, its systematic study has not
been carried out. In the simplest approach, the spin-current mechanism (also known
as the inverse Dzyaloshinskii-Moriya coupling) induces polarization perpendicular
to the plane of the cycloid at the Ψ1 mode corresponding to the homogeneous
rotation of the cycloidal plane around the q vector. However, the experiments show
NDD, thus, electric dipole moment for other Ψ as well as for Φ modes. Therefore,
this term alone cannot capture the dynamic magnetoelectric effect. The modulation
of the magnetocrystalline anisotropy or anisotropies in the spin-current mechanism
should be taken into account [179].
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Figure 5.2: (a) Cubic structure of BiFeO3 with the emergent ferroelectric polar-
ization P along the body diagonal. Fe3+ ions form a simple cubic lattice. The
antiferromagnetic sublattices are noted with pale red and blue triangles. (b)–(d)
Schematic drawings of spin orderings in the (b) cycloidal, (c) transverse conical
and (d) canted antiferromagnetic (CAFM) phases in BiFeO3. (e) Temperature and
magnetic field dependent magnetic phase diagram of BiFeO3. Upon increasing the
magnetic field, a first-order phase transition between the cycloidal and the trans-
verse conical state takes place at the gray symbols, and the second-order transition
from transverse conical to the CAFM phase at the white symbols. In decreasing
fields, the change from CAFM to conical state happens at the same fields as in
increasing fields, while the transition from conical to cycloidal phase occurs at
lower field values, noted by blue symbols. Thus, the transverse conical state has a
hysteresis, which broadens as the temperature increases. The magnetization data
in the temperature range from 150 to 300 K are adapted from Ref. [143].

5.2 SANS experiments

As described previously in Chapter 3, scattering experiments are the principal
tool to get information about spatially periodic structures. SANS probes modulated
magnetic structures that have a characteristic length above 10 Å, thus, it is ideal
to study the modulated magnetic states of BiFeO3. Since the SDW in BiFeO3 is
induced by the antiferromagnetic structure, the magnetic scattering peaks at small-
angles provides high resolution information on the modulated magnetic structures.
With my colleague D. G. Farkas we probed the cycloidal and the transverse conical
structure of BiFeO3 at high temperatures at the Paul Scherrer Institut with the help
of J. S. White, who was the local instrument scientist.

For the experiments, we used the SANS-I instrument. The probing wavelength
was 8 Å, the collimator and detector lengths were 15 m, the incoming neutron
beam was set to be nearly parallel to the Z axis. The sample was in a cryostat
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equipped with a superconducting magnet. The part where the neutron beam enters
the cryostat is made of aluminum, which is transparent for neutrons. The cryostat
itself is installed on top of a goniometer, to allow the rocking of the sample together
with the magnetic field around the horizontal (called PHI, to which the angle of
rotation ϕ belongs) and the vertical (called SAN, to which the angle of rotation ψ

belongs) axes. The BiFeO3 sample was installed so that horizontal axis is parallel
the crystallographic direction X and the vertical axis is parallel the crystallographic
direction Y, illustrated in Fig. 5.8 (a). Below is my analysis of the results of the
high-temperature SANS experiments.

5.2.1 Analysis of diffraction patterns
The cycloidal structure of a bulk crystal at low temperatures has been analyzed

by my research group before. In these ferroelectric monodomain samples, the three
cycloidal domains produce six spots in the scattering image, corresponding to the
±q domains, as can be seen in Fig. 5.3 (a). They found that with the application of
magnetic field, one cycloidal domain can be stabilized, with q vector perpendicular
to the in-plane field direction, as shown in Fig. 5.3. The spots corresponding to the
selected domains remain at around the high field positions even after decreasing the
field to zero, thus, this magnetic field treatment can align the cycloidal domains.

Figure 5.3: (a)–(f) SANS images of BiFeO3 recorded at 2 K. (a) In the zero-field
cooled (ZFC) state. (b)–(e) In increasing fields for B ∥ Y, and (f) in zero-field
after field treatment (AFT). (g)–(j) SANS images recorded at 2 K after zero-field
cooling the sample, and increasing the external fields in the direction B ∥ X. (k)
SANS image of the zero-field state of the sample after field treatment at 2 K, and
(l) at 300 K. Reproduced from Ref. [180].

I investigated the field dependence of the scattering pattern at and above room
temperature. Scattering images were recorded at 400, 500 and 600 K on a Z-cut
sample with an incoming beam parallel with the Z axis (apart from small tilt
for rocking). The diffraction patterns in Figs. 5.4, 5.5 and 5.6 are the result of
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Figure 5.4: SANS images of BiFeO3 at 500 K. The order of the images represents
the sequence of the measurement: starting from (a) the zero-field cooled (ZFC)
state, (b)–(e) the B ∥ X field is applied, and (f) ramped down to zero again, resulting
in a diffraction image after field treatment (AFT).

subtracting a reference scattering image collected in zero-field at 635 K. For easier
understanding of the data, I start with the discussion of the dataset recorded at
500 K. The magnetic field dependence of the Bragg peaks at 500 K is shown in
Fig. 5.4. On panel (a), the six Bragg spots corresponding to the cycloidal phase
can be observed after zero-field cooling, though the orientation of the q vectors
is smeared, indicated by the finite intensity ring. On panels (b)–(e), a magnetic
field along the X direction is applied. As the field strength is increased, unlike
in the low temperature results, the scattering intensity gathers in the horizontal
spots, parallel with the external field. This behavior suggests a different modulated
magnetic structure, for which the parallel alignment with the field is energetically
more favorable, i.e., the magnetic suscpetibility is larger when the field is along the
q vector. This is an indication of the transverse conical state. Unlike the cycloidal
state with largest susceptibility perpendicular to the cycloidal planes, i.e., to the q
vectors, the conical state has larger susceptibility along the q vector. After driving
the field back to zero, the intensity stays at the horizontal spots [panel (f)]. At
600 K, in Fig. 5.5, we can observe a similar field dependence, with the difference
that no Bragg peaks are resolvable at and above 4 T [panel (e)]. The absence of
the Bragg peaks at small angle suggests that the CAFM phase is reached. When
the field is decreased, the scattering intensity is concentrated in the two horizontal
spots, even in zero magnetic fields as shown in Fig. 5.5 (f). The asymmetry in the
intensity of the horizontal spots may be attributed to the slight misalignment (few
degrees) of the sample.

At 400 K, the pattern is more complex. The scattering image series in Fig. 5.6
show two kinds of q vector reorientation processes. Up to 3 T, the diffraction
pattern does not change from the 3 cycloidal domain image. Then from 4 T, the
scattering peak intensities and positional distributions start to change. On one hand,
the scattering intensity starts to gather at the vertical positions, perpendicular to
the applied field direction, typical for cycloids. On the other hand, the horizontal
peaks do not disappear, and as a result, at the highest field, at 6.8 T [panel (e)], the
scattering intensity is distributed in four positions, indicating a phase coexistence.
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Figure 5.5: SANS images of BiFeO3 at 600 K. The order of the images represents
the sequence of the measurement: starting from (a) the zero-field cooled (ZFC)
state, (b)–(e) the B ∥ X field is applied, and (f) ramped down to zero again, resulting
in a diffraction image after field treatment (AFT).

The temperature is low enough to overcome the pinning field and start to orient
the cycloidal q vector, but at the same time, high enough for the transverse conical
phase to appear. These two phenomena can be observed simultaneously in Fig. 5.6.
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Figure 5.6: SANS images of BiFeO3 recorded at 400 K. The order of the images
represents the sequence of the measurement: starting from (a) the zero-field cooled
(ZFC) state, (b)–(e) the B ∥ X field is applied, and (f) ramped down to zero again,
resulting in a diffraction image after field treatment (AFT).

5.2.2 Quantitative analysis of the diffraction pattern

In this section, I present the quantitative analysis of the diffraction patterns to
gain further insights to the variation of the magnetic order over the temperature-
magnetic field phase diagram.

First, I checked how the length of the modulation vector, q changes as a function
of the temperature in the zero-field-cooled state. I angularly integrated the intensity
on the image plates and plotted its |q| dependence in Fig. 5.7 (a). As shown in
the figure, the total intensity of the diffraction peaks decreases as the temperature
increases, a result of the thermal fluctuations that disrupt the cycloidal modulation.
The length of the q vector is obtained as the peak position of a Gaussian fit to
the intensity distribution data. The q vector length is plotted as a function of
temperature (2018. October, PSI) with earlier data obtained by my group (2016.
September, ILL) in Fig. 5.7 (b). From 2 K to 600 K, the modulation vector shortens,
thus, the period increases, by ∼ 14%. The high temperature reduction of |q| implies
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that the DM interaction strength is reduced relative to the Heisenberg exchange,
which may be the consequence of the weaker polar distortion.

300 K
350 K
400 K
450 K
500 K
550 K
600 K

0 100 200 300 400 500 600

2018. October, PSI
2016.  September, ILL

I
(c

ou
nt

/s
td

m
on

)

|q
| (

Å
-1
)

T (K)

0.0105

0.0102

0.0099

0.0096

0.0093

0.0090

180
160
140
120
100
80
60
40
20
0
0.008 0.010 0.012 0.014 0.016 0.018

|q| (Å-1)

(a) (b)

Figure 5.7: (a) Radial distribution of diffraction intensity, from 300 K to 600 K. (b)
Temperature dependence of the q vector length.

The analysis of the rocking curves also provides information about the out-
of-plane correlations. A simple pair of rocking curves at T = 300 K in zero-field
is shown in Fig. 5.8 (b), where intensity is integrated in the black and red boxes
in Fig. 5.8 (a). The rocking curves are useful in determining the out-of-plane
correlation length, as their full width at half maximum (FWHM) is inversely
proportional to that quantity. The connection with the rocking angle ψ (assuming
that it is small) is given by ξ = 2/(ψ|q|). From the Lorentzian fit to the two peaks
shown in Fig. 5.8 (b), the two correlation lengths are 1±0.1 µm and 1.3±0.2 µm
for the horizontal left (at −qx) and right (at +qx) peaks, respectively. I calculated
the correlation length for 300, 350, 400, 450, 500 and 550 K by taking the average
FWHM of the two rocking peaks in the X direction, since they belong to the
same q vector. The temperature dependence of the correlation length shown in
Fig. 5.9 (a) has a bump around 500 K. No traces of this anomaly can be found in
the temperature-dependent susceptibility curve in Fig. 5.9 (b).

Taking a closer look at the rocking curves of the transverse conical patterns
serves with an unanticipated phenomenon. The observed horizontal peaks with q
vector parallel X in Figs. 5.4, 5.5 and 5.6 are actually two peaks averaged together.
The ψ dependence of the intensity in Fig. 5.10 shows a clear splitting of the rocking
peaks both for the +X (red) and −X (black) directions. The peak positions in
the XZ plane, and their evolution in magnetic fields are presented in Fig. 5.11.
The peaks split in magnetic fields, and the splitting is enhanced by the field. This
behavior suggests that the q vector has a very small out-of-plane canting, which is
increased by the external field. I found no reports on this field-induced rotation
of the cycloidal q vector in the literature so far, neither a theory predicting (or
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Figure 5.8: (a) SANS pattern of a Z-plane BiFeO3 sample at T = 300 K in zero-
field. The axes of rocking are marked with ϕ and ψ . (b) Rocking curves of the
two horizontal scattering peaks marked on panel (a). The squares are the intensity
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Lorentzian fits to these datapoints. Red symbols correspond to data obtained from
the red box, black symbols correspond to data from the black box on panel (a).
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Figure 5.9: (a) Temperature dependence of the out-of-plane correlation length in
BiFeO3 in zero-field. (b) Temperature dependence of the magnetic susceptibility
in BiFeO3. Susceptibility was measured in decreasing temperatures from 600 K,
after the application of 5 T magnetic field, then reducing it to 100 mT. (Measured
by D. Vieweg at the University of Augsburg.)
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explaining) this behavior.
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Figure 5.10: The rocking curves of the two horizontal zero-field scattering spots in
BiFeO3 at T = 500 K in 6.8 T magnetic field parallel X [See Fig. 5.4 (e)].
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Figure 5.11: (a) Angular splitting of the scattering peaks in the transverse conical
phase as a function of external magnetic field. (b) Temperature dependence of the
angular splitting of the zero-field left and right scattering peaks [see Figs. 5.8 (a)
and 5.4] at 6.8 T. The splitting angle does not depend on the temperature.
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5.3 High temperature THz studies
The spin excitations of the cycloidal phase at low temperatures in BiFeO3 have

been exhaustively investigated by my colleague, D. G. Farkas [179]. The goal
of my research was the observation of the collective spin-wave modes at high
temperatures where the newly discovered transverse conical phase is stable. We
studied the spin-wave excitations by THz spectroscopy in high magnetic fields at
and above room temperature in cooperation with Estonian colleagues at the KBFI
in Tallinn. The experimental technique and the setup is detailed in Section 3.1.2.

5.3.1 Spin-wave excitations
We measured the field dependence of the THz absorption spectrum at 300, 350

and 400 K for field directions B ∥ X and B ∥ Y, up to 17 T. At these temperatures,
the magnetic fields’ range covers all the three known magnetic phases of BiFeO3.

In order to follow the temperature dependence of the spin-wave resonances of
the cycloidal phase, first, we measured spectra between 5 and 350 K upon warming
up the sample. We oriented the cycloidal domains at the lowest temperature by
applying 17 T along the Y axis and then decreased the field to zero again before the
temperature dependent experiments. The temperature evolution of the zero-field
absorption peaks is shown in Fig. 5.12. The excitations shift to lower frequencies
as the sample temperature increases, in agreement with former Raman and THz
spectroscopy studies [156, 175, 181]. The identification of the modes will prove
useful later on, when cross-checking the selection rules of the cycloidal phase at
high temperatures.

Magnetic field dependence of the spin resonances ofBiFeO3 at 300 K are plot-
ted for fields parallel X and Y in Fig. 5.13 and Fig. 5.14, respectively. Because
of the hysteretic nature of the transverse conical phase, all high-temperature mea-
surements consist of an increasing and decreasing strength magnetic field sweep.
Spectra measured in increasing fields are plotted in red, while spectra measured
in decreasing fields are plotted in blue. The state of the sample was always ini-
tialized, i.e., sufficiently high magnetic fields were applied to the sample to select
one cycloidal domain. As the SANS experiments showed, the domain selection
works not only at low temperatures [180], but near room temperature as well. In
Figs. 5.13 and 5.14, three regions can be distinguished based on the spin resonances,
separated from each other by critical field values Bc1 and Bc2. The first region,
corresponding to the cycloidal phase starts from zero-field and in increasing fields
(red spectra), persists up to Bc1 ∼ 13−13.5 T for B ∥ Y, and up Bc1 ∼ 12−13 T
for B ∥ X. The difference in the critical field values may come from the in-plane
anisotropy [149, 179, 180]. At these field values, the course of the resonances
changes suddenly, some modes simply disappear. Above Bc1, the resonances of the
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Figure 5.12: Zero-field absorption spectra measured at increasing temperatures
for (a) polarization Bω ∥ Z,Eω ∥ X, and (b) polarization Bω ∥ X,Eω ∥ Z. The
absorption curves are vertically shifted by a constant proportional to the sample
temperature. The excitations are identified and labeled following Ref. [172].

transverse conical phase are observable until the next sudden change at Bc2 = 15 T,
above which the two strongest modes transform into the resonances of the CAFM
phase. In decreasing fields, the transition from CAFM to transverse conical phase
takes place at the same Bc2 field in agreement with its second order nature. The
field region of the transverse conical phase is broader, i.e., for decreasing fields,
Bc1 occurs at a lower field value, ∼ 12 T, indicating the hysteresis of the conical
phase.

Spectra recorded at 350 K and at 400 K are shown in Fig 5.15. At 350 K, the
external field was B ∥ Y, while at 400 K, B ∥ X. The critical field goes lower as
the temperature increases, in agreement with Ref. [143]. In increasing fields, at
350 K, Fig. 5.15 (a), (b), the cycloidal to conical transition is at 10 T, while the
phase transition from conical to CAFM phase is at 14 T. At 400 K, Fig. 5.15 (c),
(d), these transition fields are at ∼8 T and ∼12 T, respectively. In decreasing fields,
the CAFM-to-conical transition occurs at the same value, just like at 300 K, but
there is no discontinuous change that indicates a transition back from conical to
cycloidal phase. This shows that the conical state persists to lower fields, but
at zero-field, the spin excitations, although with different intensities, have the
same frequency before and after the application of high fields. We can assume
that at these temperatures, the conical phase remained metastable after high-field
treatment. Another option would be that the conical structure is continuously
deformed back to cycloidal. The first scenario, a zero-field conical state would
be advantageous, because of the reported high ME coefficient of 210 ps/m [143].
Stabilizing a high-field magnetic phase at zero-field is not without precedence. In
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Figure 5.13: Absorption spectra measured at 300 K, for external field direction
along Y, with different active modes present in different polarizations. Spectra
measured in increasing (decreasing) fields are plotted in red (blue). The absorption
curves are vertically shifted by a constant proportional to the magnetic field B.

Fe2Mo3O6, the high-field ferrimagnetic state becomes metastable in zero field and
replaces the antiferromagnetic structure after a magnetic field is cycled through the
ferrimagnetic phase. [182, 183].

In the following, I analyze the spin wave resonances based on the data collected
at 300 K in increasing magnetic fields. It is the temperature with the most recorded
field and polarization configurations, as well as the dataset with clear phases
and phase boundaries. I took the resonance positions and intensities, as well as
the polarization configurations, and plotted the modes in a common graph for
different external field directions in Fig. 5.16. Gray horizontal dashed lines indicate
the critical fields Bc1 and Bc2. The data points in Fig. 5.16 come from different
measurements, with different field steps. This is the reason why some symbols are
only at every fourth Tesla, some are at every .5 T.
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Figure 5.14: Absorption spectra measured at 300 K, for external field direction
along X, with different active modes present in different polarizations. Spectra
measured in increasing (decreasing) fields are plotted in red (blue). The absorption
curves are vertically shifted by a constant proportional to the magnetic field B.

5.3.2 Cycloidal phase

In the cycloidal phase, we observed seven modes. With the help of the tem-
perature dependent data, the identification of modes was fairly straightforward,
using Refs. [172, 179]. At low energies, the first two observable modes, Φ

(2)
1 and

Φ
(1)
1 appear only in finite fields, around ∼9 T. They are followed by modes Ψ0,

Ψ
(2)

1 , Ψ
(1)

1 , and Φ
(1,2)
2 , appearing in zero-field at 13.4, 17.6, 18.5, and 24.3 cm−1 ,

respectively. The highest-energy observable mode is Ψ
(1,2)

2 , that gains strength in
finite fields, but remains very weak nonetheless. The selection rules are mostly in
agreement with those reported at low temperatures in [179], except for the Φ

(1)
1

mode, that is present in Ref. [179] for B ∥ X when Bω ∥ Y and Eω ∥ X. This
resonance however, is weak, gaining strength with field, and might stay under
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Figure 5.15: (a), (b) Absorption spectra measured at 350 K, for external field
direction along Y, and (c), (d) at 400 K for B ∥ X. Spectra measured in increasing
(decreasing) fields are plotted in red (blue). The absorption curves are vertically
shifted by a constant proportional to the magnetic field B.

the detection limit in my high-temperature measurements, due to the reduced
signal-to-noise ratio.

5.3.3 Transverse conical phase

We observed five modes in the transverse conical phase present between Bc1
and Bc2. Mode #1 appears at 5.5 cm−1 , and is weak and almost field independent.
Mode #2 appears at 12 cm−1 , and shifts to lower energies as the field is increased,
finally evolving into the lower-energy mode of the CAFM phase. Mode #3 is again
very weak, losing intensity with the field. It is followed by mode #4, a strong,
nearly field independent mode, that continues as the higher-frequency mode of the
CAFM phase. The last observable mode at high energies is mode #5, which is
again weak, that loses intensity with the magnetic field.
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The two strongest modes, mode #2 and mode #4, that evolve into the two
modes in the CAFM phase, are present in all polarization configurations. The
intensity of mode #2 increases with the field, except for when B ∥ X and Bω ∥ Y,
and when B ∥ Y and Bω ∥ X, the black and green symbols in Fig. 5.16 (a), red
and green symbols in Fig. 5.16 (b), respectively. In these circumstances, the
intensity decreases with the field, indicating that the in-plane Bω perpendicular to
B does not couple strongly to mode #2. Mode #4 is weak when the polarizations is
Bω ∥ X,Eω ∥ Y for both external field directions.

The other three modes remain weak and even lose intensity with the external
field as the cone angle is closed. Mode #1 is active in all polarization configurations
when B ∥ Y. For B ∥ X, this mode is observable only in two polarization configura-
tion, but we cannot draw conclusions from that, since this mode is very close to the
low-frequency cutoff of the experimental setup. Mode #3 stays silent in only one
configuration for both B ∥ X and B ∥ Y. For the former case, the polarization is
Bω ∥ Y,Eω ∥ Z, for the latter it is Bω ∥ X,Eω ∥ Z, both cases are represented with
green triangle symbols in Fig. 5.16. Mode #5 is similar to mode #1 in the sense
that it is close to the high-frequency cutoff of the setup and may lie undetected in
some of the measurements presented here.

5.3.4 CAFM phase
In the CAFM phase, two resonances are expected [184]. The theoretical

calculations of P. Pincus [184] considered a two-sublattice antiferromagnet, where
the sublattices were canted due to the DM interaction that introduced anisotropy
in the system. The effect of canting is a weak ferromagnetic moment. The model
also considered a uniaxial anisotropy, and additionally to such already existing
calculations, a small anisotropy in the basal plane. This model was used to
describe hematite (αFe2O3), but is a good description of BiFeO3 as well. One
of the resultant modes, the lower-frequency one, is an oscillation of the weak
ferromagnetic moment in the basal plane. The other, higher-frequency mode is the
simple antiferromagnetic resonance discussed earlier in Chapter 3.

The lower-frequency mode in BiFeO3 is strong for both external field directions
in two polarizations: in the case of B ∥ X, these polarizations are Bω ∥ X,Eω ∥ Y,
and Bω ∥ Z,Eω ∥ Y. When B ∥ Y, the favored polarizations are Bω ∥ Y,Eω ∥ X,
and Bω ∥ Z,Eω ∥ X. In theory, the lower energy mode can be excited by magnetic
fields oscillating perpendicular to the static field. This is in agreement with the
experiments, when Bω ∥ Z, however, the other polarization, Bω ∥ B should not
couple to the magnetization oscillation of this mode. This inconsistency can be
resolved if this mode has an in-plane electric dipole moment perpendicular to
the magnetic field. This lower-frequency mode also appears when B ∥ X and
Bω ∥ Y,Eω ∥ X, but much weaker than the cases mentioned above. Thus, this
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mode couples weakly to in-plane oscillating magnetic field Bω , that is at the same
time perpendicular to the external field B. The higher-frequency mode is present
in all measured polarization configurations, however, its intensity is weak both
when Bω ∥ X,Eω ∥ Y, for both B ∥ X and B ∥ Y. From Fig. 5.16 it is visible,
that the frequencies of the modes in the CAFM phase are not different for the
directions of the external magnetic field in the hexagonal plane (X and Y directions).
This is in contrast with what has been reported at low temperatures, where the
higher-frequency mode shifted to higher energies when the magnetic field changed
from B ∥ X to B ∥ Y [185] due to different strain in the different field directions.
Therefore, the in-plane anisotropy has negligible effect on the resonances at room
temperature, suggesting that it is vanishing at elevated temperatures.

#2#1 #3 #4 #5
#2

#1 #3 #4 #5

Figure 5.16: Resonance positions at T = 300 K, for different increasing field
directions for different light polarizations, and identification of modes. (a) For
external field B ∥ X, and (b), for external field B ∥ Y. The magnetic structure
is cycloidal from 0 T to Bc1, transverse conical between Bc1 and Bc2, and canted
antiferromagnetic above Bc2. Marker sizes are proportional to the absorption line
areas.

5.3.5 Directional dichroism
As discussed earlier in Chapter 1, at finite frequencies the ME effect shows

up as NDD, the nonreciprocal absorption of light. In BiFeO3, the reversal of light
propagation direction is symmetry equivalent to reversing the external magnetic
field direction [29]. Therefore, we recorded spectra in positive and negative
magnetic fields to deduce NDD as the difference of the absorption [29]. The results
are summarized in Fig. 5.17, where absorption spectra at 300 K are plotted for
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increasing field magnitudes, positive fields plotted in red and negative fields black.
The dichroism was then identified as the difference between the absorptions in
positive and negative fields. NDD was measured in Voigt configuration, k ∥ Z,
for two field directions, B ∥ X and B ∥ Y. We can observe dichroism in all three
phases, but it is most prominent in the conical phase for the configuration B ∥ X,
Bω ∥ Y, Eω ∥ X near the upper phase boundary Bc2 ≈ 15 T.

B⇑ B ⇑ 300 K 300 K

300 K 300 K

(a) (b)

(c) (d)

20 cm-1

Figure 5.17: Magnetic field dependent spectra in positive and negative fields to
measure nonreciprocal directional dichroism for different magnetic field directions
and light polarizations. Spectra measured in positive increasing fields are plotted
with red, spectra recorded in negative fields with increasing magnitude are plotted
with black. The absorption curves are vertically shifted by a constant proportional
to the magnitude of the magnetic field B.

The magnetoelectric sum rule discussed in Chapter 2, Eq. (2.21) connects
the NDD observed at finite frequencies to the static ME susceptibility, thus, it
allows the identification of resonances responsible for the DC response. There is a
1/ω2 dependence of the susceptibility, meaning that the strongest contributions
to the static ME effect come from low-frequency excitations. In the present case,
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when the effect is the highest, [configuration B ∥ X, Bω ∥ Y, Eω ∥ X, panel (c) in
Fig. 5.17] the contribution at 14 T is 3.3 ps/m, calculated from Eq. (2.21). This
is far less, than the value of 210 ps/m, that was reported in Ref. [143], where
the ME response of BiFeO3 is measured. That measurement was sensitive to
χme

YY : increasing the magnetic field in the Y direction, and measuring the electric
polarization also in the Y direction. In my case, the measurement corresponding to
χme

YY can be seen on panel (b) of Fig. 5.17, where the effect is even smaller than in
the largest case, panel (c), which probes χme

Y X . To see the deviation more clearly,
we would need electric polarization measurements that also probe χme

Y X . This may
be done by either the rotation of a static field or by adding a small oscillatory field
perpendicular to the static field. According to Eq. (2.21), a resonance at lower
frequencies can account for the missing contribution, as a smaller ω resonance
frequency in the denominator would result in a large value. Domain wall effects, for
example, happen at lower frequencies [186–188], our measurements however were
already initialized in a monodomain state, meaning there are no expected domain
walls. The simulations discussed in the next section do not predict any resonance
frequencies that lie lower than the low-frequency cutoff of our experiments either.

5.3.6 Modeling of excitations
Our theoretician colleagues – L. Rózsa, L. Szunyogh and L. Udvardi – de-

veloped a spin dynamics simulation to explain the resonances in the transverse
conical phase. I took part in the discussions and include these results in my thesis
to provide a complete picture for the reader. A more detailed description can be
found in our publication [P2] and further in Ref. [189].

The simulations are based on the Hamiltonian in Eq. (5.1) with the approxima-
tion KH = 0, which is often used in the literature [173]

H=J1 ∑
⟨i, j⟩

Si ·S j + J2 ∑
⟨i, j⟩′

Si ·S j

+D1 ∑
⟨i, j⟩

(
Z× ei j/a

)(
Si ×S j

)
+D2 ∑

⟨i, j⟩
(−1)hi Z

(
Si ×S j

)
−K ∑

i
S2

iZ +gµB ∑
i

Si ·B, (5.3)

where a is the pseudocubic lattice constant. The Fe ions are on the Ri sites, with a
Si classical spin vectors, for which S = 5/2. Nearest neighbors ⟨i, j⟩ are connected:
R j = Ri + ei j. J1 and J2 are nearest and next-nearest neighbor antiferromagnetic
interaction exchange coupling terms. D1 and D2 are the homogeneous and the
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J1 (meV) J2 (meV) D1 (µeV) D2 (µeV) K (µeV)
set #1 4.9 0 177 77.3 3.1
set #2 4.9 0.17 177 77.3 3.1

Table 5.1: Exchange (J1, ,J2), Dzyaloshinskii-Moriya (D1, D2) and anisotropy (K)
parameters used in the simulations.

staggered components of the nearest-neighbor DM interaction. The hexagonal
layers are labeled with hi =

√
3Ri ·Z/a, the easy-axis coupling constant is denoted

by K. The external magnetic field is B, µB is the Bohr-magneton, and the g-factor
is g = 2. The model parameters are displayed in Table 5.1.

The simulations were done on 6 layers along the Z direction, while periodic
boundary conditions were applied along all directions, containing one period of
the cycloid. The system size was larger in the direction of the wavevector, i.e., X
perpendicular to the field direction for modeling the cycloidal structure and Y along
the field for the conical spiral, while kept minimal in the perpendicular directions.
The spiral period, which is the length of the cell’s long side, was optimized at each
magnetic field value.

The energies were then found by taking the harmonic spin cycloid as the
initial state of the system. The energy of this state was first minimized by the
numerical solution of the Landau-Lifshitz-Gilbert equation, then, by aligning the
spins with the direction of the local effective magnetic field, speeding up the
relaxation. The relaxation was stopped when the torque sensed by the spins were
negligibly small. This optimized state was used as the ground state for the linear
spin-wave calculations. From the spin-wave eigenvectors, the response function
|χn

0 |2 proportional to the magnetic dipole strength of the mode was determined
[189].

The spin-wave resonances obtained from these calculations are compared to
the experimental data in Fig. 5.18. On panel (a), the excitations are calculated with
parameter set #1, given in Table 5.1. These coupling constants are optimized to fit
the cycloidal wavelength of 62 nm, the zero-field frequencies of the cycloidal exci-
tations, and the high-field two-sublattice antiferromagnetic resonance frequencies
[184, 185] given by

ων2 = γ

√
B2 +BBD (5.4)

ων1 = γ

√
BBD −2BEBA +B2

D, (5.5)

where γ is the gyromagnetic ratio, and the effective fields are BD = z1D2S
gµB

,

BE = z1J1S
gµB

, BA = 2KS
gµB

, where z1 = 6 is the number of nearest neighbors.
The Φn in-plane, and Ψn out-of-plane excitation frequencies of the zero-field
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cycloidal state may be well approximated by ωΦn ≈ γ

√
BEB2

L/(2BS)n2 and

ωΨn ≈ γ

√
BEB2

L/(2BS)(n2 +1), respectively, with BL = 2D1S
gµB

and BS =
(J1−4J2)S

gµB

[173, 176]. Index n is a non-negative integer, that labels the spin-wave modes at
nQ; Q = 2π/λ , where Q is the cycloidal ordering vector. The ratio 2π (2BS)/BL
is the period of the cycloid in units of a in B = 0. The period and the frequencies
are perturbed in combination by the anisotropy BEBA. For dealing with fewer
free parameters, first, J2 was set to zero, J2 = 0. The remaining four parameters
describe the magnetic field dependence of the modes in the cycloidal and in the
CAFM phases well, along with the lower critical field B1. The model also de-
scribes correctly the spin motions in the cycloidal phase labeled with Φn and Ψn,
as they are indeed in-plane and out-of-plane oscillations. The parameter values
in set #1 are close to, although somewhat lower than the ones that describe the
low-temperature resonances [29, 179, 185]. The lowered values of the interaction
parameters are in agreement with the lowered excitation frequencies obtained from
the high-temperature experiments.

In the transverse conical state, the field dependence of the resonances is qual-
itatively described by set #1, the resultant q vector is almost field-independent,
supported by neutron scattering experiments discussed earlier in this chapter, as
well as in Ref. [164]. The set #1, however, with all the good qualitative agreements,
gives systematically lower frequencies for the resonances compared to the experi-
mental data, and predicts a considerably lower upper transition field Bc2 ≈ 13.8 T.
The critical field Bc2 is the threshold, below which the CAFM phase becomes
unstable against periodic modulations [190]. The equation for this criterion can be
formally expressed with the frequencies of the modes in the CAFM phase at Bc2
and the zero field cycloidal frequency Ψ0:

ων2 (Bc2)+ων1 (Bc2) = 2ωΨ0. (5.6)

As a consequence, the zero-field spin-wave frequencies and the frequencies of
the modes in the CAFM phase fix the critical field Bc2, no tuning of the other
parameters will have effect on its value. A finite value of J2 introduced in the
original parameter set , called set #2 in Table 5.1, extends the stability range of
the modulated phases, and the CAFM phase appears only above Bc2 ≈ 15 T. At
the same time, the magnetic field range where the energy of the conical state is
lower than the cycloidal, is very narrow, between 14.9 and 15 T. Even though the
conical state is not a global energy minimum below 14.9 T, it is a local minimum,
that allows the calculation of the excitations of this metastable state. In Fig. 5.18
(b), these calculated spin-wave resonances of the conical state are shown in the
13−15 T range. The modes are shifted to higher frequencies and thus the corre-
spondence with the experimental data is improved. On the other hand, increasing
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J2 reduces exchange stiffness, and that leads to longer cycloidal q vector and thus
increased spin-wave frequencies in the cycloidal phase.

In the conical phase, two kinds of eigenvectors come from the calculations.
One group possesses an oscillating magnetic moment parallel to the static field,
labeled by Λn, the other group, labeled by Σn, has the oscillating magnetic moment
perpendicular to the external field. The lowest-energy mode of the conical phase,
Λ1, that is mode #1 in Fig. 5.16, corresponds to the opening and closing of the cone
angle. It decreases in frequency, and loses strength with the field increasing toward
Bc2. Experimentally it was found, that mode #2 is not very sensitive to an in-plane
Bω , it is assigned to Λ2. Mode #3, with a similar behavior, can likely be assigned
to Λ3, though it may overlap with Σ1, that appears at a very close energy according
to the calculations. I could not deduce selection rules for mode #4, but by checking
its field dependence, or the lack thereof, it is clearly Σ2 of the calculations. Mode
#5 could be either the pair (Σ3,Λ4) or (Σ4,Λ5), since they are almost degenerate in
the calculations. In Fig. 5.18 (a), the intensity of (Σ3,Λ4) is so low, that they are not
visible, but experimentally, Σ3,Σ4,Λ4 and Λ5 cannot be distinguished. Moreover,
some of these modes are present in experimental configurations where the magnetic
dipole selection rules do not predict their appearance. These modes may be excited
by the oscillating electric field through the strong magnetoelectric effect detected
in the conical phase.

A unique optimal parameter set that describes the resonances in all three phases
as well as the critical fields quantitatively was not found. Magnetostriction was
observed through the phase transition [143], that is not accounted for in the field-
independent parameter set might explain these discrepancies. However, at low
temperatures, the introduced magnetostriction parameters were used to explain the
anisotropy of the resonances in the CAFM phase [185]. In my high temperature
experiments, the resonances of the CAFM phase were not sensitive to the in-plane
rotation of the static magnetic field, as it is visible in Fig. 5.16. Furthermore,
additional anisotropy parameters should also not change the result of Eq. (5.6), i.e.,
the upper critical field Bc2. Since sufficient data is lacking to determine the change
of the model parameters caused by the magnetostriction, we propose the model
presented above, with two values of J2 to quantitatively describe the critical fields
and the spin-wave frequencies in the three phases.

5.3.7 Summary
During my work with BiFeO3, I mostly investigated the high-temperature

transverse conical phase. Initially motivated by preliminary neutron scattering
data, I used SANS experiments to reveal a field-induced modulated structure at
high temperatures, where the modulation vector aligns parallel to the external
field, unlike the cycloidal phase. By connecting these findings with magnetization
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Figure 5.18: Colored and empty circles show the resonance positions of the
three magnetic phases in BiFeO3 obtained from simulations using the model
Hamiltonian of Eq. (5.3) and from THz absorption experiments done in external
magnetic fields parallel Y, respectively. Panel (a) and (b) show simulations ran
with parameter set #1 and set #2, plotted together with the same experimental
data. Red, blue and green dots show the theoretical frequencies in the cycloidal,
transverse conical and canted antiferromagnetic (CAFM) phases, respectively. The
size of the dots is proportional to the magnetic dipole strength of the given mode.
Λn and Σn correspond to excitations with oscillating magnetic moments parallel
and perpendicular to the external static field, respectively. Gray dashed horizontal
lines mark the transition fields between the cycloidal and conical (Bc1), and the
conical and CAFM (Bc2) phases in the experiments.

measurements, we established the existence of a transverse conical phase, as
previously proposed by S. Kawachi et al. [143]. Next, we explored the spin
excitations in this phase, identifying at least five distinct modes, two of which
evolve into the excitations of the CAFM phase. Notably, we observed directional
dichroism for certain modes, a direct consequence of the magnetoelectric coupling.
Through collaboration with theorists, we successfully modeled the field dependence
of these modes providing parameters for the microscopic interactions.



Chapter 6

Broadband microwave spectroscopy
in MnSc2S4

MnSc2S4 is a prominent example of a magnetically frustrated material, show-
casing interesting phenomena as a consequence. Frustration in a magnetic system
means that not all interactions can be satisfied completely at the same time, i. e.,
the global energy minimum is not the sum of the local minimal energies. It hinders
the formation of a long-range ordered ground state, and instead, a manifold of
degenerate ground states forms. Frustration can originate from the lattice geometry.
One of the simplest example is realized on a single equilateral triangle of Ising
spins with antiferromagnetic interaction between them [191]. It is not possible to
arrange the spins so that the pairwise interaction energy is minimal for all three
spins. Instead, there are six equivalent configurations that can be the ground state.
For Heisenberg spins, the arrangement where the spins point 120◦ with respect to
each other is a compromise where the system reaches the global energy minimum.

Frustration can also emerge from conflicting exchange interactions, e.g., consid-
ering spins as classical vectors on a one-dimensional chain with J1 < 0 ferromag-
netic nearest-neighbor (NN) and J2 > 0 antiferromagnetic next-nearest-neighbor
(NNN) interactions: H = J1 ∑i Si · Si+1 + J2 ∑i Si · Si+2. When the ratio of of
|J2|/J1| exceeds a certain threshold, which, for the present Hamiltonian is 1/4, the
ground state is an incommensurate non-collinear spin-spiral [192]. There are two
degenerate spiral solutions, with clockwise and counter-clockwise rotation of the
neighboring spins.

The cubic spinel MnSc2S4 realizes the latter case. Although the magnetic
Mn2+ ions form a bipartite diamond lattice, magnetic order sets in only below
2.3 K despite that the Curie-Weiss temperature is an order of magnitude larger
[193]. The competing exchange interactions between the Mn spins lead to a
manifold of spin spiral states [194]. As it will be discussed below, the fluctuating
state of these spirals can be classified as a spiral spin-liquid whereas, below the

81
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Néel temperature, a complex magnetic phase diagram with helical order and
antiferromagnetic skyrmion lattice were identified [195, 196]. Magnetic skyrmions
are topologically non-trivial spin vortices that emerge due to magnetic frustration
[197–202]. They are topologically protected, i.e., characterized by a topological
integer that cannot be changed upon continuous deformation, and have localized,
particle-like properties [203].

In this chapter, the reader is going to get an insight to my efforts to detect the
excitations of the intriguing magnetic structures in MnSc2S4. I performed THz
spectroscopy down to the mK temperature range up to 17 T and 100 cm−1, as
well as microwave transmission spectroscopy up to 50 GHz above and below the
ordering temperature. The broad temperature and magnetic field range that my
experiments covered allowed me to search for the collective modes in each phase.

6.1 The magnetic phase diagram of MnSc2S4

MnSc2S4 is an insulating material, that crystallizes in the spinel structure
shown in Fig. 6.1 (a). This structure (space group Fd3m) is known originally from
the gemstone MgAl2O4 named spinel. The general formula for the structure is
AB2X4, where A and B are metals, and X is usually a chalcogen, such as oxygen
or sulfur. In normal spinels, B cations occupy the octahedral sites, which form
a pyrochlore lattice, whereas the A cations sit on the tetrahedral sites realize a
diamond lattice. The pyrochlore lattice has geometric frustration, however, in this
compound, the non-magnetic Sc ions occupy these sites. As half-filled 3d shell
Mn2+ ions with S = 5/2 spins and zero orbital moment form the bipartite diamond
lattice [see Fig. 6.1 (b)], the frustration is not geometrical, it rather originates from
the competing interactions.

The magnetic susceptibility has been measured between 1.7 and 400 K [193],
shown in Fig. 6.2 (a). From that, the Néel temperature was determined TN = 2.3 K.
The susceptibility χm is fitted using the Curie-Weiss formula

χ
m =

C
T −ΘCW

, (6.1)

where C is the Curie-constant related to the size of the magnetic moments, and
ΘCW is the Curie-Weiss temperature, which measures the dominant magnetic
interaction. The sign of ΘCW indicates the type of the magnetic ordering of
the material. If ΘCW > 0, the material in question is a ferromagnet, and for
antiferromagnets, ΘCW < 0. The fit to the inverse susceptibility of MnSc2S4 yields
ΘCW = −22.9 ± 0.8K, indicating antiferromagnetic interactions. The inverse
susceptibility curve reveals more than just the typical strength of the interactions
and the antiferromagnetic ordering temperature. An additional downturn of the
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Figure 6.1: (a) Normal spinel structure AB2X4. The large cubic unit cell contains
eight octants of type I and type II cubic cells. The type I octant contains A cations,
that are tetrahedrally coordinated. Type II octant contains B cations in octahedral
coordination so that the octahedron extends beyond the boundaries of the octant.
The octants are placed in a checkerboard pattern [204]. (b) Bipartite diamond
lattice of the Mn2+ ions in MnSc2S4. One sublattice is one triangular layer as
viewed from the [111] direction. Reproduced from Ref. [195].

(a) (b)

Figure 6.2: (a) Inverse magnetic susceptibility curves of MnSc2S4 and FeSc2S4
up to 400 K. Lower inset: Temperature dependent susceptibility between 2 K and
4 K. Reproduced from Ref. [193]. (b) Magnetic phase diagram of MnSc2S4 for
external field direction B ∥ [111] based on neutron scattering data. CL stands for
the collinear, ICM for incommensurate phases. Reproduced from Ref. [195].
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susceptibility below TN suggests potentially more complex structures to emerge in
MnSc2S4.

The comparison of |ΘCW| to the actual ordering temperature TN gives a param-
eter for the level of frustration f = ΘCW

TN
, in MnSc2S4 f ≈ 10 [193]. A material

with no frustration would have f = 1, as the ordering happens at the Curie-Weiss
temperature. Typical realistic materials with no significant frustration usually have
f between 2−5, because of the effect of further neighbor interactions. We talk
about a strongly frustrated magnet, when the transition temperature is suppressed
so that f > 10 [205]. There are even reported cases for f > 100 [205, 206], such as
2D magnets SrCr8Ga4O19 with f = 150 [207], or NaTiO2, with f > 500 [208], but
for FeSc2S4, the sister compound of MnSc2S4, f > 900 as no ordering temperature
was found down to 50 mK [193].

The frustration index of MnSc2S4 already indicates strong frustration. This
was also confirmed by neutron diffraction and diffuse scattering experiments
[194], where they found the ratio |J2/J1|= 0.85, the highest value among A-site
spinels. Elastic neutron scattering experiments, combined with inelastic neutron
scattering (INS) experiments [195] revealed a multi-step ordering process of the
spiral spin-liquid. The obtained magnetic phase diagram of MnSc2S4 is shown in
Fig. 6.2. Above TN, the fluctuations are correlated on the mesoscopic scale, and the
material is in a novel, so-called spiral spin liquid state, but essentially paramagnetic.
This state then orders to a sinusoidally modulated collinear phase at TN, which
becomes incommensurate below 1.64 K, and subsequently transforms to a helical
state below 1.46 K, in agreement with the predictions of the susceptibility curve.
Neutron scattering experiments conducted in finite magnetic fields also reveal a
multi-q state. Based on the different magnetic Bragg peak selection of this multi-q
state under external fields parallel [100], [110] and [111] directions, this state
was proposed to be a triple-q phase between approximately 4 and 6 T. Based on
Monte Carlo simulations, the triple-q phase was assigned to an antiferromagnetic
skyrmion lattice (AF SkL) structure [195, 196]. This structure illustrated in Fig. 6.3
consists of three sublattices, that form a 120◦-type antiferromagnetic order. The
magnetic unit cell of AF SkL consists of six triangular layers. One layer hosts the
three sublattices of the 120◦-type antiferromagnetic order.

INS measurements [195] measured the magnetic interaction parameters to be
J1 = −0.31 K, J2 = 0.46 K, J3 = 0.087 K as labeled in Fig. 6.1 (b). Therefore,
the ferromagnetic nearest neighbor (NN) interaction J1 competes with the anti-
ferromagnetic next nearest neighbor (NNN) interaction J2, which leads to a spin
spiral state with massive frustration [210], however, in order to explain the neutron
spectrum and the stability of the phases even the third neighbor interaction J3
should be included.

Very recently, thermal Hall-effect measurements were also carried out in
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(a) (b)

Figure 6.3: (a) Antiferromagnetic (AFM) skyrmion lattice formed on three sub-
lattices colored with red, blue and green arrows (b) One sublattice of the three
sublattices that form the AFM skyrmion. Both panels reproduced from Ref. [209].

MnSc2S4 [209]. The magnetic field dependence of the longitudinal thermal con-
ductivity κxx is sensitive for the different magnetic phases and it shows anomalies
at the phase transitions. Moreover, non-zero thermal Hall-effect shows up in the
antiferromagnetic skyrmion phase. The authors attribute the transverse thermal
response to the non-trivial topology of the antiferromagnetic spin texture, which
leads to finite Berry curvature for magnons carrying heat.

6.2 Magnetic resonance spectroscopy in MnSc2S4

A spin spiral has a periodicity larger than the chemical unit cell, causing the
spin-wave dispersion to fold into the smaller magnetic Brillouin-zone, and may
show up as a series of excitations at the Γ -point. Such modes associated with the
distortion of the phase or collective tilt of the spiral-plane have been identified in
many material families. From the perspective of my thesis, the most important
compound is BiFeO3 [156, 157, 175], as it was discussed in Chapter 5. Other
examples are reported in orthorhombic manganites [211], cubic chiral helimagnets
[212, 213] or Cu2OSeO3 [214]

Multi-q states can show up as additional modes in the excitation spectrum,
which is the case for skyrmions, where a breathing, a clockwise and a counterclock-
wise (i.e., rotational) mode were predicted and observed [213–216]. Analytical
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calculations and numerical simulations were made on a synthetic antiferromagnet
constructed as two thin ferromagnetic layers coupled antiferromagnetically, both
of which host a ferromagnetic skyrmion lattice, thus hosting together an antiferro-
magnetic skyrmion lattice [217–221]. These calculations show that the coupling
between the layers splits the breathing and rotational modes into in-phase and
out-of-phase modes. An out-of-phase breathing mode means that the skyrmion
is at a maximal size in one layer (sublattice), while it has minimal size in the
other layer (sublattice), traces of the mode would be observable in the GHz range.
Motivated by these former successful examples predicting modes in the microwave
regime, I studied the spin excitations in MnSc2S4 to look for the collective modes
of the proposed fractional antiferromagnetic skyrmions.

6.2.1 THz spectroscopy at mK temperatures
THz absorption measurements were done in collaboration with Estonian col-

leagues T. Rõõm, U. Nagel and K. Amelin at KBFI Tallinn, with an SPS-200 THz
FTIR spectrometer, that is described in Chapter 3. Ultra-low temperatures in the
mK range were reached in an Oxford TLE200 dilution refrigerator.

First, field dependent absorption spectra were recorded at 2.5 K between
100 GHz and 3 THz, for polarizations Bω ⊥B and Bω ∥B, where B lies in the (111)
plane. The differential absorption spectra are obtained as described in Section 3.1.2,
and are shown in Fig. 6.4 (a). The graph shows the region between 100 GHz and
650 GHz only, because no magnetic field dependent spin excitations were found
at higher frequencies up to 3 THz. According to the susceptibility measurement
shown in Fig. 6.2 (a), 2.5 K is in the paramagnetic phase. A single excitation can
be seen when the oscillating field is perpendicular to the external field, and none
when the oscillating field is parallel to the external field, which is in agreement
with a paramagnetic resonance. The wavy baseline of the spectra in the vicinity of
the resonance peak is a sign that the interference pattern of the multiple reflections
from the nearly plane-parallel sample is changed by the magnetic-field.

In order to fit the transmission spectrum, I model the sample as a parallel
slab with dielectric constant ε and take into account the complex response of the
resonance assuming a Lorentzian line in the magnetic susceptibility

χ(ω) =
S

ω2
0 −ω2 − iωγ

, (6.2)

where ω0 is the resonance frequency of the oscillator, S is the oscillator strength and
γ is the damping parameter. Multiple reflections are taken into account as a Fabry-
Perot etalon with infinite number of reflections. Considering the resonance absent
in zero-field, this model provides an estimation for the THz dielectric constant
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ε = 12.1. From the Lorentzian oscillator fits, I extracted the resonance peak
positions and made a linear fit to them, that resulted in a slope of 27±0.6 GHz/T
with a zero-field offset of 20.4±7.2 GHz. This slope corresponds to a g-factor of
1.93±0.05. I observed no deviations from the linear behavior of the resonance,
suggesting very small anisotropy in the parameters of the spin Hamiltonian. The
g-factor, also a measure of the spin-orbit coupling, of nearly the free electron value
of 2, is consistent with the small anisotropy.

Below 1.5 K, the modulated magnetic structures emerge. We performed THz
absorption spectroscopy at 300 mK for B ∥ [111], where neutron scattering signal
assigned to the AFM skyrmion lattice phase was obtained between 4.2 and 7 T.
Magnetic-field dependent absorption spectra were recorded with unpolarized light
between 100 GHz and 2.1 THz. The differential absorption spectra are shown in
Fig. 6.4 (b) between 100 and 650 GHz, following a similar field dependence as
the spectra recorded at 2.5 K. I fitted these resonance positions as well; the linear
fit gave a slope of 27.5 ±0.4 GHz/T, corresponding to a g-factor of 1.96±0.02,
with a zero-field offset of 9.5±1.5 GHz. The g-factor appears to be the same value
within the error of measurement, as the one in the paramagnetic phase, while the
intercept is somewhat smaller.

I could not resolve any deviation from the linear behavior of the spin resonance
observed in the absorption spectra. Furthermore, the resonance at 300 mK is not
sensitive to the magnetic transition fields determined in Ref. [195], while no other
resonances showed up in the experimentally covered frequency range. The absence
of additional modes may be explained by the weak magnetic anisotropy of the
Mn2+ ions. Without substantial anisotropy, the harmonic spin spiral modes that
are folded into the Brillouin zone remain silent. The oscillation of the plane of the
harmonic spiral may induce modulation of the electric polarization through the
inverse Dzyaloshinskii-Moriya coupling, however, this mechanism is active only
for spin cycloids, thus it cannot generate infrared active modes in the helical state
of MnSc2S4.

From the absorption, the static magnetic susceptibility can be calculated using
the Kramers-Kronig relations, assuming the dielectric function ε to be a constant,
and that χm is small [222]

χ
m(ω → 0) =

2
π

c√
ε

∫
∞

0

α(ω)

ω2 dω, (6.3)

where α is the absorption coefficient, ω is the angular frequency and c is the speed
of light in vacuum. To calculate χm(ω → 0), I fitted the experimental differential
absorption spectrum at 12 T with one resonance. By evaluating the integral in
Eq. (6.3), I got χm(ω → 0) = 2.5×10−3. Comparing this to the reported value
of χm

0 = 0.021 at TN [193], the difference is quite considerable, one order of
magnitude. The susceptibility obtained from my measurements is a transverse
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Figure 6.4: (a) Magnetic-field dependent THz absorption spectra of MnSc2S4
measured in Voigt configuration for two polarizations up to 17 T at T = 2.5 K.
Bold lines are spectra measured at odd magnetic field values. The undulation of
the spectra in the vicinity of the resonance is the result of the distorted multiple
reflections of the nearly plane-parallel sample, because of changes in the refractive
index of the sample near the spin resonance. (b) Bottom panel: Magnetic-field
dependent THz absorption spectra of MnSc2S4 measured in Faraday configuration
for unpolarized light up to 12 T at T = 300 mK. Spectra measured at integer valued
fields are plotted with bold lines. Top panel: Blue curve is the differential absorp-
tion spectrum measured at 12 T, the red dashed curve is the fit of the Lorentzian
model. Side bar: Magnetic phase diagram at 300 mK: helical, antiferromagnetic
skyrmion lattice (AF SkL), and fan structure, according to Ref. [195].
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component, while the value of Ref. [193] is the longitudinal. However, as the
anisotropy is weak and the magnetization curve is nearly linear in the magnetically
ordered phases [193, 195], these two components are expected to be nearly equal
in the static limit. The missing spectral weight from the THz measurements has
to lie outside the frequency window of the experiment. This implies the presence
of additional resonances below 100 GHz, the low-frequency cutoff of the THz
experimental setup. An antiferromagnetic spin spiral emerging as a result of
exchange frustration, that is a building block of an AF skyrmion, has three gapless
modes in the absence of anisotropy. A phason mode that corresponds to rotations
withing the spiral plane, and two additional modes related to out-of-plane rotations
[223]. A magnetic anisotropy may introduce a gap to these modes, allowing to
observe them with microwave spectroscopy. It is worth noting that in the case of
ZnCr2O4 it was conjectured, that the missing spectral weight in the susceptibility
may be explained by the presence of non-resonant relaxation modes [224].

6.2.2 Low-temperature microwave spectroscopy

To investigate lower frequency spin resonances, I performed broadband mi-
crowave spectroscopy measurements with a VNA in a dilution refrigerator as well
as in a regular cryostat with a variable temperature insert (VTI). The experiments
were done in Stuttgart, with the help of M. Scheffler, and A. Bauernfeind.

Measurements were done in the paramagnetic phase in the 10 MHz to 20 GHz
frequency range between 0 and 1 T, at temperatures T = 2, 6, 10 and 20 K, shown
in Fig. 6.5. The magnetic field was applied along B ∥ [111]. At 6, 10 and 20 K,
a single linear resonance is visible, whose g-factor calculated from the slope of
a linear fit is 2.1, 2.08 and 2.07, respectively. As the temperature approaches the
Néel temperature, the linewidth of the resonance broadens and the the resonance
vanishes, making the magnetic field-frequency map of Fig. 6.5 (d) completely
featureless.

Microwave experiments were also carried out at low temperatures, in the
magnetically ordered phase, the results of which are shown in Fig. 6.6. The
parameters were extended: the upper frequency limit of the equipment was 50 GHz,
and the covered magnetic field range was the 0−8 T range, all this in the 300−
600 mK temperature range. Despite the efforts to cover a very large parameter
space, I did not observe any magnetic spin excitations in the ordered phases with
these measurements.

Combining these results with the previous THz data, I suggest that the zero-
field excitation of MnSc2S4 occurs between 50 and 100 GHz, so the spin gap opens
in that range below TN.
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6.2.3 Summary
The preceding elastic and inelastic neutron scattering experiments combined

with Monte Carlo simulations reported a multi-q state in MnSc2S4. This possi-
ble realization of a fractional antiferromagnetic skyrmion lattice is not only an
intriguing concept, but can serve with valuable information for the application
aspects of antiferromagnetic topological objects. Motivated by these findings, I
searched for the magnetic excitations of the ordered phases, the emphasis being on
the antiferromagnetic skyrmions. The observed lack of additional spin resonances
may be underwhelming, but it also serves useful information regarding the spin
parameters.



Chapter 7

Summary

During my Ph.D., I studied three antiferromagnets, BiFeO3, MnSc2S4, and
LiCoPO4. They either have nontrivial magnetic orderings, such as MnSc2S4, or
are magnetoelectric, like LiCoPO4, or both, as is the case for multiferroic BiFeO3.
They all host phenomena that are interesting either because of the technological
promises or show novel effects on a fundamental level. The ME effect present both
in BiFeO3 and LiCoPO4 makes them a playground for research on the spintronics
application of this effect, as magnetic domains can be switched purely with electric
fields with no current flow [27], as demonstrated in Refs. [133, 169, 170]. BiFeO3
has the unique advantage that it is multiferroic and magnetoelectric even at room
temperature. Experiments on BiFeO3 in the past decade revealed a new phase,
that has exceptionally large magnetoelectric constant χme

YY/c = 210 ps/m, which is
highly desirable for applications, since the higher the magnetoelectric coupling
constant, the larger the electric field induced magnetization in the material.

Neutron scattering measurements combined with Monte Carlo simulations
indicated the formation of antiferromagnetic skyrmions in MnSc2S4 at mK temper-
atures [194, 195]. Insensitive to stray fields, and topologically protected, antifer-
romagnetic skyrmions have the potential to be information carriers in spintronic
devices [225, 226]. Very recent thermal Hall effect measurements in MnSc2S4
[209] also revealed anomalies in κxx at the magnetic phase transitions, implying
that magnon heat transport is sensitive for such topological objects.

I summarize my results achieved related to the above materials in the following
thesis points:

T1 Using THz absorption spectroscopy, I investigated the spin-wave excitations
of a recently revealed high-temperature magnetic-field-induced transverse
conical phase in BiFeO3. I measured the magnetic field dependence of
the mode frequencies in the cycloidal, conical and canted antiferromag-
netic phases and also partially deduced the selection rules for the modes.

93



I analyzed and compared the magnetic field dependence of the resonance
energies with the results of spin dynamics simulation developed by theoreti-
cian colleagues (L. Rózsa, L. Udvardi and L. Szunyogh). I also observed
non-reciprocal light absorption for modes in the transverse conical phase,
estimated their contributions to the static linear magnetoelectric effect and
concluded that they contribute little to the large DC response [P2].

T2 I studied the field-dependent magnetic resonances of MnSc2S4 in its low-
temperature, magnetically modulated phase with THz and microwave spec-
troscopy. With broadband microwave spectroscopy up to 50 GHz, I observed
no resonances, while magnetic-field-dependent THz absorption spectra re-
vealed one single resonance shifting linearly with the field. From the field
dependence I determined the g-factor to be g = 1.96±0.02. Combining
these two results I concluded that the anisotropy in MnSc2S4 is small and I
propose that the anisotropy gap may open between 50 GHz, the upper limit
of microwave spectroscopy measurements, and 100 GHz, the lower limit of
THz absorption spectroscopy measurements [P3].

T3 In the magnetoelectric collinear antiferromagnet LiCoPO4, I measured the
absorption spectra of the two antiferromagnetic domains in the visible and
near-infrared spectral ranges. To select a domain, I implemented the so-
called magnetoelectric poling. I found an absorption difference as large
as ∆α/α0 = 34% for the AFM domains of LiCoPO4 at 1597 nm, and it is
large even at the telecommunication wavelength 1550 nm. This absorption
contrast is the manifestation of the non-reciprocal directional dichroism as
time-reversal transforms one domain to another. I attributed the observed
resonances to excitations between the electronic states of Co2+ ions split by
the local crystal fields [P1].

T4 I built a simple, low temperature transmission scanning microscopy setup
with which I observed the AFM domains of LiCoPO4 formed upon zero-field
cooling through the magnetic ordering temperature (TN). The spotsize of the
laser beam close to the diffraction limit determined the spatial resolution to
4 µm. I identified the contrast mechanism to be the non-reciprocal absorption
of the domains. I determined the characteristic domain size in the sample to
be on the scale of a few tens of µm. I achieved partial domain stabilization
by cooling the sample through TN only in magnetic fields [P1].
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